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1. Introduction

1. Introduction

Tesoro Refining & Marketing Company, a subsidiary of Marathon Petroleum Corporation, monitors
fenceline concentrations of certain compounds at the Martinez Renewable Fuels Facility in Martinez,
California, in compliance with the Bay Area Air Quality Management District's (BAAQMD) Regulation
12, Rule 15 (Rule 12-15). The monitoring program follows a facility-specific air monitoring plan
consistent with the BAAQMD's Air Monitoring Guidelines for Petroleum Refineries.”2 Rule 12-15
requires refineries to monitor multiple species in a manner that achieves a minimum detection limit
(MDL) in the parts-per-billion (ppb) concentration range, using measurement technology such as
“open-path” or an equivalently sufficient method, with all data reported to the public." Rule 12-15
requires monitoring for concentrations of benzene, toluene, ethylbenzene, xylenes (BTEX), and
hydrogen sulfide (Hz2S). In addition, sulfur dioxide (SO2), alkanes, 1,3-butadiene, other organics, and
ammonia (NHs) were considered for measurement. This Monitoring Plan was approved in June 2018,
with conditions to: (1) update the Quality Assurance Project Plan (QAPP, located in Appendix A) and
(2) select H2S monitoring technology. On October 6, 2021, BAAQMD provided updated requirements
for refineries to conduct additional H2S monitoring along refinery fenceline paths and implement this
enhanced monitoring by January 1, 2023. These requirements were met and the Martinez Facility
notified the BAAQMD within seven days of the HzS systems becoming fully operational. BAAQMD
issued updated specifications on December 22, 2022. The Martinez Facility's response to the updated
specifications was submitted on February 23, 2022. This version of the monitoring plan addresses
feedback from BAAQMD received July 19, 2023.

The Martinez Facility monitors concentrations of the aforementioned compounds using open-path
instruments placed at or near the refinery’s property fencelines. Open-path instruments operate
based on the following principles of physics:

e Each gas species absorbs light energy at characteristic wavelengths; thus, a target gaseous
species can be specifically identified by monitoring for light absorption at a specific
wavelength.

e The extent of light absorption is proportional to the path-average concentration of the target
gaseous species. The greater the absorption, the higher the concentration.

! Petroleum Refining Emission Tracking (Rule 12-15; approved by the BAAQMD on April 20, 2016).
2 Bay Area Air Quality Management BAAQMD (2016) Air Monitoring Guidelines for Petroleum Refineries. April 2016.
Available at


http://www.baaqmd.gov/%7E/media/files/planning-and-research/public-hearings/2016/9-14-and-12-15/042016-hearing/1215-amg-041416-pdf.pdf?la=en
http://www.baaqmd.gov/%7E/media/files/planning-and-research/public-hearings/2016/9-14-and-12-15/042016-hearing/1215-amg-041416-pdf.pdf?la=en
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Open-path instruments transmit light or infrared energy across a long open path. Energy absorption
relates to the average concentration of gases of interest along the path, according to the
Beer-Lambert absorption law. Individual gases absorb most effectively at characteristic wavelengths;
therefore, measurements of energy absorption at specific wavelengths can be used to infer
path-average concentrations for species of interest. The transmitted energy signal is typically either
detected remotely by a targeted detector or reflected for detection elsewhere. Often a combined
transmitter-detector unit is positioned at one end of a path, and a retroreflector—a type of mirror
with a geometric shape that gathers and re-focuses the transmitted energy—is positioned at the
other end of the path. The retroreflector returns the transmitted energy to the transmitter-detector
unit for detection. Figure 1 illustrates the basic concepts of open-path measurements.

Note that open-path instruments are not able to distinguish between a widely dispersed, low-
concentration plume and a narrow, high-concentration plume. Rather, the instruments detect
average concentrations across the entire distance from the transmitter to the detector (or the
distance from the transmitter-detector to a retroreflector, and back again). Periods of poor visibility
due to weather-related conditions (e.g., fog) are known to interfere with open-path measurements.
Rule 12-15 anticipates some data loss due to poor visibility and allows for such data loss if supported
by visibility measurements. The Refinery will monitor visibility using a standard light-scattering device
to identify periods of poor visibility that may cause data loss.

Concentrated Dispersed
Reflector
Plume Plume

Light Source
& Analyzer

Figure 1. Schematic illustrating the basic premise for open-path instrument operation.

1.1.2 Measurement Sites

The Martinez Facility monitors concentrations across four open paths (shown in Figure 2). The Facility
selected these locations after consideration of dominant wind patterns, sources of potential air
emissions on the refinery property, nearby local receptors, and logistical feasibility (Section 2).
Transmitter-detectors are located at sites 1S-A, 2E-A, 3N-A, and 4N-A (identified in Figure 2), and
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retroreflectors are placed at sites at TN-R, 2W-R, 3S-R, and 4S-R. A summary of the exact shelter
coordinates, elevation (analyzer and retroreflector), and optical path lengths is provided in Table 1.

Figure 2. Open-path monitoring sites for the Martinez Facility. The four paths are labeled TN-
1S, 2E-2W, 3N-3S, and 4N-4S, with A" and ‘R’ denoting whether the site is the location of an
analyzer or reflector, respectively.
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Table 1. Summary of each open-path system (analyzer and retroreflector) at the Martinez
Facility, including geographic coordinates, path length, and shelter elevation.

m m
Length

UV-DOAS, FTIR, 38.0226437, - 5m
1 TDLAS Analyzers 122.0432505
654 m
(Fast) Reflector 38.0286053, - 45m
122.0414416 )
UV-DOAS, TDLAS 38.0105084, - 15m
5 Analyzers 122.048323 ’
h 484 m
(boutheas) Reflector 38.0101376, - 4.5m
122.0540906 ’
UV-DOAS, TDLAS 55 1120123, -122.06357 1.5m
3 Analyzers
598 m
(Southwest)
Reflector 38.007080, -122.060473 45m
UV-DOAS, FTIR, 38.0208706, - 15m
4 TDLAS Analyzers 122.0690485 ’
(West) 571 m
Reflector 38.0161463, - 45m

122.0671891

The following provides an explanation of the rationale that the Martinez Facility used in selecting the
open-path monitoring locations identified in Figure 2. Additional information is provided in Section

Path 1 is positioned between the Facility’s main processing block and the community of
Clyde. Clyde is further than 1 mile from the eastern fenceline and even further from any
emission sources, and therefore, Rule 12-15 requirements do not apply. However, the
Martinez Facility considers that the community is directly east and downwind from the
Facility’s main processing block during wind conditions that are predominate in the region
(i.e., winds blowing from the west to the east). Thus, the Martinez Facility included monitoring
on Path 1.

Path 2 is positioned between the Facility's main processing block, storage tanks, and the
occupied areas of Concord towards the southeast: the Concord-Northwood residential
community, the Sun Terrace neighborhood, and a zone of light industry and office parks that
borders the south and eastern sides of the Mallard Reservoir. While wind blowing from the
refinery in this direction is not frequent, the Martinez Facility recognized that these receptor
areas are close to the Facility and established monitoring on Path 2.
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Paths 3 and 4 provide coverage when winds blow from the northeast to southwest.
Northeasterly winds are infrequent; however, they occasionally occur during the winter.

- Path 3 lies between a battery of crude oil storage tanks and residential
neighborhoods of Martinez, off north Blum Road.

- Path 4 lies between the refinery’s main center of processing operations and the Vine
Hill neighborhood of Martinez.

A visibility monitor is located on the Path 2 instrument shelter.

Species that are measured include BTEX, 1,3-butadiene, hexane, SOz, and NHs. H2S measurements
were added along the fenceline paths starting January 1, 2023. Other species were ruled out based
on an understanding of the operations and materials existing at the Martinez Facility. H2S and BTEX
emissions are distributed across the refinery property and concentrations of BTEX and H2S are
currently measured along all four of the refinery fenceline paths. Sources of NH3 and 1,3-butadiene
are present only near the refinery’s main processing block; therefore, given the annual and seasonal
wind patterns, these species are measured only along Path 1 and Path 4. Hexane, which serves as a
surrogate for alkane emissions, is also measured along Path 1 and Path 4 because hexane
measurements will be available from the same instruments used to measure NHs3 and 1,3-butadiene.

BTEX and SOz are measured by Ultraviolet-Differential Optical Absorption Spectroscopy (UV-DOAS)
with a xenon light source. NHs and 1,3-butadiene are measured with a Fourier Transform Infrared
spectroscopy (FTIR) instrument. H2S is measured by monostatic Tunable Diode Laser Absorption
Spectroscopy (TDLAS) instruments. To the extent practicable, instruments have been installed and are
operated as follows:

Instruments are mounted in a monostatic configuration, which means the light source and
analyzer detector point at a retroreflector array that is approximately 300-700 meters away.
The light is reflected off of the array and back to the detector for analysis.

Instruments generally are elevated about 5 ft above ground level (AGL).

Instruments are configured and operated following manufacturers specifications, including
necessary bump tests. A bump test challenges an instrument using known gas
concentrations to confirm accurate instrument response.

Instruments are operated with the goal of achieving a minimum of 75% completeness on an
hourly basis, 90% of the time based on annual quarters. Appropriate completeness criteria
are calculated after removing time periods when atmospheric conditions prevented
measurement.
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e Measurements are collected at a time resolution of less than 5 minutes and averaged to
5-min and 1-hr values for reporting (based on clock hours). Rolling hourly averages are used
for data display to the public website and comparison to health thresholds.

Data collected by the fenceline monitors is transmitted to a website where the near-real-time results
can be viewed by the public. Prior to display on this website, data generated by the fenceline
monitors undergo a review throughout the measurement and reporting process. Included in this
process are automated QA/QC checks, as well as more detailed reviews conducted by trained data
analysts (more details on data review processes are provided in the QAPP). Under normal
circumstances, a 5-min average measurement will appear on the website within 10 minutes of the
end of the measurement period. However, the data upload may be impacted by internet traffic. A
rolling 1-hr average of the 5-min data for each gas is also reported on the website to allow for
comparisons to health thresholds. The website also contains a mechanism for collecting public
feedback.

Final data sets are compiled quarterly and will be provided to the BAAQMD no later than 60 days
after the end of each calendar quarter. Data deliveries are consistent with BAAQMD guidance and
additional details are provided in Section 4.6 of the QAPP. The refinery will make data available to
BAAQMD upon request prior to report submittal. All open-path UV-DOAS, FTIR, and HzS raw spectral
data will be saved as single files and made available to BAAQMD upon request. BAAQMD may make
publicly available any of the data routinely submitted in a quarterly report.

All data collected as part of the fenceline monitoring system is retained for a period of five years,
consistent with Rule 12-15-502.
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2. Monitoring Plan Design
Considerations

The Martinez Facility’s Monitoring Plan was developed in consideration of the following elements.
e Rule 12-15 and related BAAQMD guidance documents.

e Monitoring objectives, which were established in consideration of Rule 12-15 and related
guidance.

e The findings of a preliminary scoping study, which involved assessments of the geographic
setting around the Martinez Facility and meteorological conditions that impact the area. The
preliminary scoping study is discussed in Section 2.2.

e Technical and engineering feasibility related to available monitoring technologies and
instrument siting.

¢ Data management and quality assurance/quality control (QA/QC) requirements.

Details on each of these elements are provided in the following subsections.

According to the Guidance Document,® the main goals of fenceline monitoring are to:

e "Provide continuous air quality concentration information on a short enough time scale to
address changes in fence-line concentrations of compounds associated with refinery
operations;

e "Provide data of sufficient accuracy to identify when concentrations of compounds
associated with refinery operations are elevated as compared to other monitoring locations
throughout the Bay Area;

e "Potentially aid in identifying corrective actions that will lower emissions.”
Key guidance for designing a monitoring plan to meet these goals is summarized below. The

Martinez Facility monitoring program achieves the goals listed above and meets the following
provisions:

3 Bay Area Air Quality Management BAAQMD (2016) Air Monitoring Guidelines for Petroleum Refineries. April 2016.
Available at


http://www.baaqmd.gov/%7E/media/files/planning-and-research/public-hearings/2016/9-14-and-12-15/042016-hearing/1215-amg-041416-pdf.pdf?la=en
http://www.baaqmd.gov/%7E/media/files/planning-and-research/public-hearings/2016/9-14-and-12-15/042016-hearing/1215-amg-041416-pdf.pdf?la=en
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e Conduct “fenceline” measurements of BTEX and HzS and consider measuring other
compounds, including SOz, alkanes, 1,3-butadiene, other organics, and NHs. The term
“fenceline” in the guidance refers to a general boundary between refinery property and areas
outside the refinery property, not necessarily to an actual fence.

e Conduct measurements in areas where emissions from the refinery could impact populated
areas on a frequent basis. Specifically,

— "Measurements must cover populated areas within one mile of the refinery fence-line
likely to be affected when the annual mean wind direction lies in an arc within 22.5
degrees of a direct line from source to receptors 10 percent of the time, or greater, based
on the most representative meteorological measurements for sources likely to emit the
compounds listed above at the refinery.”

— In addition, “Meteorological measurements should also be used and addressed in the
Monitoring Plan to ensure proper siting of fence-line systems, looking at long-term
measurements such as annual average wind rose, but also taking into account more
seasonal and recurring short term meteorological events.”

e Provide measurements of the species at the ppb level or as technology allows.

¢ Conduct measurements using open-path instruments or an appropriate alternative.
e  Provide rationale for the species to be measured and not measured.

e  Provide rationale for the locations for the measurements.

e  Provide rationale for the instruments to be used.

e Collect the measurements every 5 minutes.

e  Process the data and display the data in near-real time to a public website.

o Meet data recovery and completeness criteria.

e Develop a QAPP for the measurement program and follow the QAPP.

The Martinez Facility is located east of the City of Martinez and north of the City of Concord in
Contra Costa County, California (see Figure 3). Refinery operations occupy approximately 2,200 acres,
including a 50-acre main block of processing operations, with the center of the facility located
approximately at 38.025° latitude, -122.063° longitude (see Figure 4). The area surrounding the
refinery includes:
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North — Wetlands, the Point Edith Wildlife Area, and Suisun Bay sit to the north of the
refinery. There are no receptors within one mile of the Facility in this direction. The Valero
Refinery is about three miles north of the Marathon facility, across the Suisun Bay.

West — The Shell Martinez Refinery is about two miles west of the Facility. The Vine Hill and
Blum Road neighborhoods of Martinez are the nearest residential areas to the west and
portions of these areas are within 1 mile of the refinery. Low coastal hills rise to elevations of
400 to 600 feet within 5 miles west of the refinery.

South - Highway 4 passes by directly south of the Facility. Toward the southeast, the
Concord-Northwood residential community and the Sun Terrace neighborhood are the
nearest residential areas, and a zone of light industry and office parks sits just south of the
Mallard Reservoir.

East — Low coastal hills rise to elevations of 400 to 600 feet within 2.5 miles east of the
Facility. Areas east of the refinery include former and current military lands, but aside from
the community of Clyde (slightly beyond 1 mile east of the refinery), the lands within 5 miles
to the east are only lightly populated.

The nearby populated public areas represent air quality “receptors” that may at times sit downwind
from the Facility. The positions of these receptors received careful consideration during the design of
the Monitoring Plan.

The Martinez Facility also maintains an auxiliary tank battery and a marine unloading terminal just
west of the south end of the Benicia-Martinez Bridge across the Carquinez Strait, about 2.8 miles
west of the refinery. Potential receptors near this facility were also considered for the Monitoring

Plan.
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Tesoro Martinez Refinery

Figure 3. Geographic setting of the Martinez Facility.
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Tesoro Martinez Refinery

;‘l

MainProcessing Area

Processing Area

Figure 4. Layout of the Martinez Facility.

2.2.2 Local Meteorology

Contracted meteorologist reviewed the refinery's routinely collected surface wind measurements in
the context of expert knowledge about the Bay Area regional wind patterns. The Martinez Facility is
positioned in a wind flow corridor between the San Francisco Bay and the Sacramento Valley. Wind
flow through the corridor is driven by seasonally variable regional temperature gradients and large-
scale meteorological systems. Figure 5 illustrates the predominant wind flow patterns: (1) winds
occasionally blowing from the south (most often occurring during winter storms); (2) winds blowing
from northeast to southwest (regional offshore flow, most often occurring in winter); (3) winds
blowing from the northwest and west to southeast (onshore flow, most often occurring in spring,
summer, and early fall).*

4 Seasons were defined as follows: winter is December, January, February; spring is March, April, May; summer is June,
July, August; and fall is September, October, November.

11
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Figure 5. Typical wind flows influencing the Martinez Facility.

Radial histograms (wind roses) were prepared to determine the frequencies of wind speeds and
directions as directed by Rule 12-15 Guidance (i.e., annual mean wind direction distributed by
22.5-degree arcs) and for other relevant data groupings (e.g., seasonal, monthly, and/or narrower
arcs). Using data from 2011 through 2016, Figure 6 provides the annual wind roses recorded from
the refinery’s meteorological station, while Figure 7 provides seasonal wind roses. Key findings are
summarized as follows:

¢ Onshore winds — westerly winds (from west to east) occur with frequencies greater than 10%
on an annual basis. Winds from these directions are most common in spring, summer, and
early fall. The town of Clyde is located more than one mile downwind of the facility’s process
operations during westerly wind flow.

e Southerly winds — winds blowing from south to north occur about 10% of the time on an
annual basis. However, there are no receptors downwind during southerly wind flow.

e Offshore winds — northeasterly winds do not occur with a frequency greater than 10% on an
annual basis, but do occur with a frequency greater than 10% during the winter season. The
Vine Hill and north Blum Road neighborhoods of Martinez are the nearest residential areas
to the west and are within one mile of the fenceline.

12
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e Southeasterly winds — southeasterly winds (winds blowing from southeast to the northwest)
do not occur with a frequency greater than 10% on an annual basis, but do occur more than
10% of the time during the winter; however, there are no receptors within one mile
downwind of the refinery during southeasterly flows.

e Other winds — winds from other directions occur with lesser frequencies, whether data are
grouped annually, monthly, or seasonally. While winds blowing from approximately
northwest to southeast are very infrequent, the Concord-Northwood residential community,
the Sun Terrace neighborhood, and a zone of light industry and office parks next to the
Mallard Reservoir are downwind and within one mile of the fenceline under these conditions.

13
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Figure 6. Annual wind roses plotted from the Martinez Facility’s surface meteorological station, from 2011-2016 (top left to bottom right).
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Figure 7. Seasonal wind roses plotted from the Martinez Facility's surface meteorological
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2. Monitoring Plan Design Considerations

To better identify and illustrate the areas located downwind from the refinery during onshore and
offshore winds, maps highlighting these areas were created (Figures 8 and 9). The edges of the
refinery boundaries were coupled with leeward projections of onshore and offshore winds to
highlight any areas sitting downwind from the Martinez Facility during the wind conditions of
interest. In addition, the outline of the refinery boundary was projected outwards to a distance of
one mile. The illustrations confirm the above findings and show that:

e During infrequent offshore winds, portions of Martinez are downwind, but only a few
Martinez neighborhoods are within one mile.

e During infrequent northwesterly winds, a few neighborhoods of Concord sit within one mile
downwind of the refinery.

e During dominant westerly winds, the community of Clyde is downwind, but more than one
mile downwind of refinery process areas.

In consideration of the above, general paths for monitoring were considered and are shown in
Figures 8 and 9 as black bold lines. These general paths were then refined based on detailed wind
data, population areas, and emission locations to develop the final monitoring paths shown in
Figure 2.

Tesoro Martinez Refinery
2011-2016 Winter
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Figure 8. Areas downwind of the Martinez Facility property boundaries during infrequent
offshore and southerly winds. Black lines are the initial monitoring paths that were considered.
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2. Monitoring Plan Design Considerations

Tesoro Martinez Refinery
2011-2016 All Year

Figure 9. Areas downwind of the Martinez Facility property boundaries during onshore winds.
Black lines are the initial monitoring paths that were considered.

As shown in Figure 2, monitoring Path 1 upwind of Clyde addresses the scenarios of onshore winds.
Monitoring Path 2 addresses the few neighborhoods of Concord that are located to the south within
one mile downwind of the Facility.

Optimally, the refinery had hoped that Path 2 would cover the very southern end of the facility;
however, the location was not logistically feasible for a number of reasons, including the presence of
large trees and several public baseball fields. Although Path 2 is north of a few storage tanks, these
tanks contain diesel, which is a finished product that is inherently low in emissions: it has very low
vapor pressure and only trace amounts of BTEX, HzS, and other compounds of relevance to this rule.
The gap in monitoring between Path 1 and 2 exists because there are no nearby populated areas
downwind of the refinery in this direction; thus, measurements are not needed.

To further refine the paths west of the refinery, one-mile pie segments that encompass the
northeasterly wind segments were created and overlaid at various points on the western refinery
boundary — these pie segments are shown in Figure 10. Based on this analysis, monitoring Paths 3
and 4 capture the needed monitoring paths for the areas to the west of the refinery.
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2. Monitoring Plan Design Considerations

A small gap necessarily exists between Paths 3 and 4 because of steep terrain to the west, making it
logistically infeasible to monitor between these two paths.

While not required by Rule 12-15 because there is no population downwind within a mile of the
refinery, consideration was given to extending Path 4 north by a few hundred yards. However, due to
terrain, infrastructure, and trees, it is not feasible to extend the monitoring north. Importantly, any
emissions leaving the refinery from this area are very unlikely to impact populated areas because
winds from the northeast to the southwest are infrequent. Furthermore, given the terrain and
distances from the refinery to populated areas, any emissions that moved toward the southwest
would be well-diluted.

Similar illustrations were prepared for the Martinez Facility's auxiliary tank battery near the Martinez-
Benicia Bridge (Figure 11). Figure 11 shows one-mile pie segments that encompass the northeasterly
wind segments. The transparent pie segment uses the wind data from the meteorological station
located in the main refinery area. The green pie segments illustrate the probable wind pattern in this
area as the winds follow the terrain through Carquinez Strait. As observed in Figure 11, there are no
downwind areas of concern near the Martinez Facility's auxiliary tank battery; thus, there is no open-
path monitoring in this area.
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Figure 10. Open-path monitoring sites for the Martinez Facility. Four paths are labeled 1n-1s,
2e-2w, 3n-3s, and 4n-4s. Analyzers are located at sites 1s, 2e, 3n, and 4n, while reflectors are
located at sites 1n, 2w, 3s, and 4s. The annual wind rose is shown in the top left.
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Tesoro Martinez Refinery
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Figure 11. Areas downwind of the Martinez Facility’s auxiliary tank battery during offshore flow.

2.3 Instrument Selection

The Martinez Facility served as a petroleum refinery producing fuel products—primarily gasoline,
diesel, liquefied petroleum gas (LPG), residual fuel oils, and petroleum coke—through distillation of
crude oil, including cracking, alkylation, and reforming processes. The facility also has a chemical
plant, where salable sulfuric acids, molten sulfur, and liquid ammonia are produced. In consideration
of the refinery's products, processes, and potential emissions sources, the rationales summarized in
Table 2 were applied to determine which species would be proposed for inclusion in the Monitoring
Plan. Literature reviews, site surveys, and interviews with instrument manufacturers were performed
to determine the instruments needed to meet Rule 12-15 requirements. Both fixed-site and open-
path instruments were investigated. Based on the distances that need to be covered by
measurements (hundreds of meters), data time-resolution requirements (5 minutes), and current
measurement technology, various open-path instruments were selected to best measure the target
species.
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2. Monitoring Plan Design Considerations

Table 2. Summary of rationale supporting selection of species for inclusion in the Monitoring Plan.

Required

by the
BAAQMD

To Be

Measured

(paths)

Instrument(s)

Rationale for Inclusion or
Exclusion if Not Required

Benzene
Toluene
Ethylbenzene
Xylenes
H.S
SO;

NH;

1,3-butadiene

Alkanes

Other
organics

Yes

Yes
Yes
Yes
Yes

No, if justified

No, if justified

No, if justified

No, if justified

No, if justified

Yes (1,2,3,4)
Yes (1,2,3,4)
Yes (1,2,3,4)
Yes (1,2,3,4)
Yes (1,2,3,4)
Yes (1,2,3,4)

Yes (1,4)

Yes (1,4)

Yes (1,4)

No

UV-DOAS with Xenon
UV-DOAS with Xenon
UV-DOAS with Xenon
UV-DOAS with Xenon
TDLAS
UV-DOAS with Xenon

FTIR

FTIR

FTIR

N/A

Required
Required
Required
Required
Required
Included

Impact unlikely other than on
Paths 1 and 4 because NHs is only
located in the main processing area.

Although not needed due to
coincident with benzene and low
concentrations, will report 1,3-
butadiene, since FTIRs will be
implemented for NHs.

Will report hexane since FTIRs will
be implemented for NHs and
hexane is a reasonable surrogate for
alkanes. On paths without FTIR,
benzene will be measured and is a
good surrogate for hexane except
for diesel tanks. For diesel tanks,
any emissions would be negligible
due to low vapor pressure.

Benzene measurement is
reasonable surrogate.

Along all paths, BTEX and SO2 are measured using a monostatic UV-DOAS with a xenon light source.
The xenon light is used to achieve the desired MDLs for BTEX compounds and collect measurements
over paths that are about 300 to 700 meters long. HzS is measured using monostatic TDLAS
instruments as of January 1, 2023. The basic principle of TDLAS is to measure the absorption of a
single absorption line for the target species. A tunable diode laser can emit light over a small range
of very specific wavelengths, which allows spectral measurement over a narrow range to minimize
interference. Based on field measurements collected at a refinery location, it has been determined
that MDLs or level of quantitation (LOQ) lower than 25 ppb can be achieved on a routine basis. Per
the December 22, 2022, letter from BAAQMD,® the LOQ is taken to be equivalent to the MDL, and is

> Bovee, J. "Refinery Fenceline H,S TDL Monitoring System Specifications”, Communication to Tesoro, December 22,

2022.
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2. Monitoring Plan Design Considerations

calculated as twice the standard deviation of a blank sample. The resulting MDL is reported
alongside every 5-min average concentration value. In theory, one can monitor HzS using UV-DOAS,
but its absorption spectra overlaps with BTEX and can generate false positives. While FTIR technology
was considered for measurements of BTEX and H:S, instrument manufacturers informed Tesoro that
FTIR is not suitable for these species because of poor detection limits and overlap in absorption with
other species (such as carbon dioxide with benzene). NHs, 1,3 butadiene, and alkanes are measured
using FTIRs.

Table 3 summarizes the MDLs and upper detection limits (UDLs) by instrument expected for Tesoro’s
monitoring program. The detection limits are for the average species concentration along a path;
narrow plumes that only cover a portion of the path would need to have a higher concentration than
the MDL to be detected.

The detection limits in Table 3 are approximate and are based on the theoretical capabilities of the
instruments. Actual MDLs can change depending on atmospheric or operational conditions. For
instance, under acceptable operating conditions, the MDL/LOQ of the Unisearch TDLAS is expected
to be between 3 to 25 ppb below 1% transmission. The MDL may be higher than 25 ppb if there is
poor atmospheric visibility, the instrument is misaligned, there are hardware problems, or an
interferant is present. For the Unisearch TDLAS, a real-time MDL is calculated continuously in real
time using the standard deviation of the last seven 5-min average concentration values containing
no measurable analyte (as determined by the correlation coefficient). The MDL is defined at three
times this standard deviation; it is determined by the analyzer software and reported alongside every
5-min average concentration value data. Real-time MDL values greater than 25 ppb will be flagged
for additional review and, in the absence of marginal operating conditions or an instrument
malfunction, will be considered to not meet the performance criteria. Real-time MDLs for the TDLAS
will be displayed on the public-facing website.

Monostatic (as opposed to bistatic) instruments have been selected to reduce the need for
substantial power at the mirror sites and improve minimum detection limits by increasing effective
path lengths. Thus, substantial power, communications, and shelter are required at the light-source/
detector end of the monitoring path only. Limited power is needed at the retroreflectors. The
retroreflector needs to be aligned at the other end of the path for maximum performance and
should be cleaned regularly. An example of a UV-DOAS analyzer and receiver in a shelter is shown in
Figure 12, and a retroreflector is shown in Figure 13.
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Table 3. Open-path instrument detection limits by technology, species, and path length. TDLAS MDLs for HzS will be evaluated in real time?.

MDL UDL MDL UDL MDL UDL MDL UDL
(PPB) (PPB) (PPB) (PPB) (PPB) (PPB) (PPB) (PPB)
14 873 1.9 940 1.5 980 1.6 857

Technology

Compound

1,3-Butadiene

FTIR Ammonia 0.3
Hexane 0.7
TDLAS Hydrogen Sulfide 3-25
Benzene 04

Toluene 1.2

UV-DOAS Ethylbenzene 0.5
Total Xylenes 2.2

Sulfur Dioxide 1.0

2 Per the December 22, 2022, letter from BAAQMD,® the level of quantitation (LOQ) is taken to be equivalent to the MDL. For the

707
693
5,700
10,867
6,169
1,312
4,998
3079

04

0.9

3-25

0.6
1.7
0.6
3.0
14

761
712
7,700
11,694
6,638
1411
5378
3,159

04

0.8

3-25

0.5
14
0.5
24
1.1
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794
662
6,200
12,195
6,922
1,472
5,609
2,938

04
0.8
3-25

0.5
15
0.5
2.5
1.2

TDLAS, the MDL is calculated as twice the standard deviation of a blank sample. This LOQ will be achieved at less than 1%

transmission.

6 Bovee, J. "Refinery Fenceline H,S TDL Monitoring System Specifications”, Communication to Tesoro, December 22, 2022

694
834
6,500
10,671
6,057
1,288
4,907
3,702
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2. Monitoring Plan Design Considerations

Figure 12. A UV-DOAS analyzer.
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2. Monitoring Plan Design Considerations

Figure 13. A UV-DOAS retroreflector.

2.4 Data Management Requirements

2.4.1 Data Recovery

BAAQMD guidance for open-path measurement data recovery is that instrumentation must meet a
minimum of 75% completeness on an hourly basis, 90% of the time based on annual quarters.
Because open-path measurements are affected by atmospheric conditions that create low-visibility
(such as dense fog), invalid data during low-visibility conditions do not count against completeness
requirements. Visibility measurements are made at one location to document the time periods of
poor visibility. The threshold for impairment of the open-path measurements is approximately 2.5
miles. This is based on path length, manufacturer specifications, and review of the observed
instrument performance metrics such as signal strength (e.g., signal to noise ratio), since the
equipment has been operating. Visibility measurements are made at least every 5 minutes to
coincide with the open-path measurements.
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Data completeness is assessed by reviewing the data flags assigned for each 5-min average data
point. A 1-hr average data point (based on clock hours) will be considered incomplete if (1) more
than 25% of the 5-min average data points within the averaging window are missing or do not meet
acceptance criteria, and (2) exclusionary conditions do not exist. Exclusionary conditions include low-
visibility atmospheric conditions beyond the control of the refinery, as well as planned maintenance
activities, which are not counted against the refinery for data completeness calculations.
Completeness is calculated as follows:

e Possible: The theoretical maximum number of 1-hr average data points in a clock hour.

e Incomplete: The number of 1-hr average data points that do not meet the completeness
criteria.

e % Incomplete: The percentage of Incomplete data points relative to Possible data points.
e Complete: The number of 1-hr average data points that do meet the completeness criteria.

e % Complete: The percentage of Complete data points relative to Possible data points.

Other factors that affect data availability include instrument bump tests (approximately every month
for a few hours), routine maintenance (e.g., replacement of analyzer consumables or annual checks),
and emergency or unplanned maintenance. In the event that an analyzer is offline for an extended
period of time, repairs are made as quickly as possible. A spare analyzer, if available, may be installed
while repairs occur. Regular maintenance and careful, responsive operation will minimize instrument
downtime.

A key goal of the QA/QC plan is to ensure high-quality data that are representative and defensible.
Clear definitions and procedures for QA/QC are also necessary to inform the public on why some
data are missing, suspect, or invalid. Data review consists of the following types of actions.

A data manager reviews the bump test data, instrument field setup, and instrument functionality.
Initial bump test data, data processing calculations (i.e., conversion of instrument signal to
concentration), data file formats, and data transfer are verified. Throughout operations, the project
QA/Data Manager ensures that (1) Standard Operating Procedures (SOPs) are being followed, (2)
operators are documenting field operations in field data sheets and logbooks, (3) instrument
performance checks are being conducted, and (4) instruments are passing the performance checks.

Additional checks focus on internal consistency of the data. Both automatic screening and manual
review of data streams is conducted. A data analyst performs daily review of data to ensure proper
operation of field equipment and provide feedback to the field operators when potential problems
are identified. By keeping monitoring equipment operational, higher data completeness is achieved.

Details regarding the QA/QC process can be found in Sections 3 and 4 in the QAPP, located in
Appendix A.
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3. Routine Operations

3. Routine Operations

For this monitoring program, four UV-DOAS analyzers, two FTIR analyzers, and one visibility sensor
were originally installed, and four TDLAS analyzers were added as of January 1, 2023. Instrument
operations, routine maintenance and bump tests (monthly, quarterly, or annual), and daily checks
work to ensure that data are flowing consistently. Further details are provided in the following
sections, which describe routine instrument and data management operations. Additional details and
documentation, including standard operating procedures (SOPs), for example, are included in the
QAPP.

The UV-DOAS system is designed to require only modest service and maintenance. Table 4
summarizes the typical UV-DOAS maintenance activities as recommended by a manufacturer.
Preventive maintenance frequency depends on the operating environment and may need to be
adjusted beyond manufacturers’ recommendations depending on field conditions. On an as-needed
basis, system status alarms will alert operators to specific issues needing to be addressed.
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Table 4. Schedule of maintenance activities and performance indicator checks for the UV-DOAS.

T A

Visually inspect the system (an evolving check list is maintained).
Inspect optics on detector and retro-reflector. Clean if necessary. v
Inspect and clean system filters. v

Confirm the alignment to verify there has not been significant physical

movement. This is accomplished by noting the integration time and signal v
strength — both should be less than 250 ms and greater than 90%,

respectively.

Download data older than 12 months from the analyzer hard drive, move v

to a permanent archive, and delete the old files from the analyzer.

Ensure there are no obstructions between the detector and the retro- v
reflector (such as equipment, vegetation, vehicles).

Inspect all electrical cables for wear. Replace as needed. v

Review and test light and signal levels. Check average light intensity to
establish baseline for bulb change frequency. Measure stray light. Realign v
system if integration time exceeds 250 ms.

Change out the UV source if the intensity has dropped below acceptable
range (service hours >2,000 hours and intensity at 250 nm <3% with v
40 ms dwell time under high visibility conditions).

Replace ventilation exit and intake filters. v

Clean and inspect optics on detector and retro-reflector.

Realign system after service. Ensure integration time is less than 250 ms v

and intensity is greater than 90% under high visibility conditions.

Check other system performance indicators, if necessary. v

Perform bump test. v

Verify system settings. v

The TDLAS has similar maintenance activities to the UV-DOAS. The TDLAS system is also designed to
require only modest service and maintenance. Table 5 summarizes TDLAS maintenance activities, as
recommended by a typical manufacturer and required by the BAAQMD. Preventative maintenance
frequency depends on the operating environment and may need to be adjusted. On an as-needed
basis, system status alarms may alert operators to specific issues that need to be immediately
addressed. Calibration is typically done at the factory. Field calibration will be performed on a
quarterly basis in addition to monthly bump tests. Where commercially available, NIST-certified
sealed cells will be used for bump tests and calibrations.
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Table 5. Schedule of maintenance activities and performance indicator checks for the TDLAS.

voriny Annually

Visually inspect the system.
Inspect optics on detector. Clean if necessary. v

Check the alignment to verify there has not been
significant physical movement and confirm signal levels.

Download data older than 12 months from the analyzer
hard drive, move to a permanent archive, and delete the v
old files from the analyzer.

Ensure there are no obstructions between the detector and
the retro-reflector (such as equipment, vegetation, or v
vehicles).

Inspect all electrical and optical cables for wear. Replace as
needed.

Perform bump test v

Review and test light and signal levels.?

3-point calibration check

Verify system settings. v

2 Although signal strength is recorded in real time, it is recommended to consider longer term trends in signal intensity to evaluate
the optical components’ health, the effects of cleaning optical components, and the noise characteristics of the spectral data.

3.1.3 FTIR

The FTIR has similar maintenance activities to the UV-DOAS. The FTIR system is also designed to
require only modest service and maintenance. Table 6 summarizes FTIR maintenance activities, as
recommended by a typical manufacturer. Preventative maintenance frequency depends on the
operating environment and may need to be adjusted. On an as-needed basis, system status alarms
may alert operators to specific issues that need to be addressed. Bump tests are performed on site.

Table 6. Schedule of maintenance activities and performance indicator checks for the FTIR.

18-24 Five

Visually inspect the system.

Inspect optics on detector and retro-reflector;
clean if necessary.

Confirm the alignment to maximize signal
intensity.
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- 18-24 Five

Download data older than 6 months from the
hard drive, move to a permanent archive, and
delete old files from the analyzer.

Ensure there are no obstructions between the
detector and the retro-reflector (such as
equipment, vegetation, vehicles).

Perform bump test.

Check system performance indicators (an
evolving checklist will be maintained).

Inspect and clean AC system exterior heat
sink.

Review and test light and signal levels.
Check average light intensity to establish
baseline for IR Source change frequency and
retro-reflector wear.

Replace cryocooler or swap detector module
assembly.

Change out the IR source.

3.1.4 Visibility Sensor

v

v

v
v
v

For the visibility instruments, monthly maintenance includes inspecting the sensor for dirt, spider
webs, birds’ nests, or other obstructions. If the sensor is dirty, the glass windows can be cleaned with
glass cleaner. There are no serviceable components in the sensor.

The sensors are calibrated in the field using a manufacturer-specific calibration kit. A calibration kit
consists of a blocking plate or block for checking the sensor zero and a scatter plate for checking the
sensor span. The calibration fixture is assigned a factory-traceable extinction coefficient (EXCO) used
to calculate the expected values during calibrations. Calibrations will be performed semi-annually.
Maintenance schedules for the visibility sensor are listed in Table 7.
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Table 7. Schedule of maintenance activities for the visibility sensor.

Semi-

Activity Monthly | Quarterly Pl
Inspect optics on detector, clean if necessary. v
Visually inspect the system including all cables. v
Check calibration. An acceptable % error is less than +£25%. v

3.2 Data Management Operations

Data management occurs on a daily, monthly, quarterly, and annual basis. In near-real time, data are
transferred from infield instruments through a data acquisition system (DAS) to the Data
Management System (DMS) using a cellular modem. Data are also stored onsite on instrument
computers in case of cell modem failure.

The DAS performs data averaging to 5-min values, requiring that raw data completeness meets
prescribed thresholds for each analyzer to calculate an average. These thresholds differ by each
analyzer according to the time resolution of the raw data. Values that meet these completeness
criteria are transferred to the DMS. The DAS also assigns initial data flags to each data value, based
on operating characteristics information collected from the analyzers, as well as the data values. All
data are stored in the DMS, which uses a Microsoft SQL relational database with stored procedures
for data processing.

The DMS automatically quality-controls data, detects outliers and problems, generates reports, and
creates alerts. The auto-screening and graphical capabilities will be used for continuous examination
of data quality. The DMS feeds auto-screened data to an internal field operations website and
notification system to inform and alert project and facility staff if there is a data issue. The non-public
operations website shows time series plots of BTEX, SOz, HzS, 1,3-butadiene, hexane, and NHs
concentrations, as well as wind speed, wind direction, visibility, and other analyzer metadata.

3.2.1 Quality Assurance and Quality Control (QA/QC)

All data values that are not associated with bump tests or other instrument maintenance are
displayed to the public in near-real time (i.e., about 10 minutes or less). If data are subsequently
proven to be invalid, they are removed from the public display, and the rationale for data removal is
recorded.

The DAS and DMS that process data automatically apply flags assessing data quality to all collected
data points. As part of the auto-screening process, QC flags are assigned as follows:

i. Valid. Data are within normal operating parameters.
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Invalid. Data do not meet the quality control criteria.
Suspect/Questionable. Data should be reviewed further.
Missing. Data have not been received by the DMS for more than 10 minutes.

In addition to the QC flags described above, operational codes (OP) are also assigned to provide
additional diagnostic information. Table 8 presents an overview of relevant QC/OP codes, which are
used throughout the QC process, including manual QC efforts (described in Section 4 of the (QAPP).

Table 8. Overview of data quality control (QC) and operational (OP) codes.

Data QC/OP Codes

© 0 N u1 O

© N U1 O

—_
~

29
70
72
73
74

76

100
101
102
103

Quality Control (QC) Codes
Valid
Suspect/Questionable
Insufficient valid/suspect data to calculate an hourly average
Missing
Invalid

Operational (OP) Codes

Valid
Hourly data is suspect (general classification); due to range, rate of change, or sticking
Insufficient valid/suspect data to calculate an hourly average
No valid/suspect data to calculate an hourly average; due to invalid 5-min data
Below MDL
Planned Instrument Maintenance
Unplanned Instrument Maintenance
Instrument Malfunction
Marginal Operating Conditions—Elevated Integration Time indicating low signal return
Poor Visibility (Weather)
Goodness of fit (R?) is below threshold, this occurs when compound is below detectable levels

Marginal Operating Conditions—R? below threshold; signal return is marginal and compound

concentration below detectable levels
Flagged by Manual Review

Flagged by Range Check

Flagged by Rate of Change Check
Flagged by Sticking Check
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A non-public field operations website will be used for daily graphical review of the data (an example
is provided in Figure 14). Common data problems include flat signal/constant values, no
signal/missing data, extremely noisy signal, rapid changes (spikes or dips), and negative
concentrations (see annotated Figure 15 for some examples). An initial review, typically of a one-to
three-day running time-series plot of selected parameters for each instrument, allows the analyst to
see common problems and verify instruments are operational. If it appears that an instrument is not
operating, or the data are missing, the routine operations manager and field technicians are notified
and further investigation and corrective action, if needed, is taken.

! - FTIR Segnal Strensgth
—_—

Figure 14. Example of a non-public field operations website used for daily review of instrument

operations.
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Figure 15. Example of species concentration time series showing stuck values, wild swings,
large negative values, and a data gap. Such features in the data indicate instrument issues.
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Automated data screening is conducted within the DMS upon data ingest. Automated screening
checks of data feeds are used to screen out invalid data for public display and are helpful to focus
the Data Reviewer's efforts on the data that need the most attention. The screening check
concentration criteria are based on an analysis of expected instrument performance, concentration
levels of concern by compound, and typical ambient concentrations by compound. The DMS auto-
screening checks include:

e Range — These checks verify that the instrument is not reporting values outside of reasonable
minimum and maximum concentrations.

e Sticking - If values are repeated for a number of sampling intervals, data are reviewed for
validity. Typically, four or more intervals of sticking values are a reasonable time span to
indicate that investigation is needed. Sticking checks are not applied to data below the
instrument detection limit.

e Rate of Change — Values that change rapidly without reasonable cause are flagged as
suspect and reviewed.

e Missing - If data are missing, data during those time periods are marked as missing.

e Sensor OP codes and alarms - If the instrument assigns operation (OP) codes to data
automatically (e.g., for bump tests, internal flow rate checks), the data are reviewed, OP codes
confirmed, and data flags checked.

e Visibility impairment — The expectation is that measurements are severely impacted when
visibility is less than 2.5 miles, as this results in marginal operating conditions for the analyzer
(e.g., decreased signal strength or increased integration time). If open-path data are missing
or invalid due to low light, and visibility is low, data are flagged as invalid due to low visibility.

Additional QC checks for the instruments are summarized in Table 9. Data that fail checks will be
flagged in the DMS and brought to the attention of the reviewer. Data are invalidated only if a
known reason can be found for the anomaly or automated screening check failure. If the data are
anomalous or fail screening, but no reason can be found to invalidate the data, the data are flagged
as suspect. Additional analysis may be needed to deem data valid or invalid. Common reasons for
invalidation include instrument malfunction, power failure, and bump test data that were not
identified as such. A summary of issues leading to invalidated data will be documented in the data
file. Screening checks are typically specific to the site, instrument, time of day, and season, and may
be adjusted over time as more data are collected.
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3. Routine Operations

Table 9. Initial screening checks for 5-min data. Valid and suspect data values will be displayed to the public in real-time. If they
are subsequently proven invalid, they will be removed from the public display. Screening values (flags and rates of change)
presented herein should be considered as preliminary and may be refined either during the project.

Minimum Range: Sticking: Rate of Change Missing: Sensor OP Visibility:
Detection Limit | If concentration is If same value Between Intervals: If data are Code/Alarm: If visibility is
Measurement (MDL?): above value listed, observed for 4 or If concentration changes | missing, flag as | If sensor indicates <2.5 miles
(units) IHcencentrationtic flag as suspect, more intervals, flag by more than value missing and malfunction or and data are
below MDL, flag as conduct as suspect, conduct | listed, flag as suspect and investigate bump test data, invalid, flag as
below MDL investigation investigation conduct investigation cause flag as appropriate appropriate
Benzene (ppb) 0.5 ppb >24 ppb +12 ppb
Toluene (ppb) 1.4 ppb >1,000 ppb +500 ppb
Ethylbenzene (ppb) 0.5 ppb >1,000 ppb +500 ppb
Xylenes (ppb) 2.4 ppb >1,000 ppb +500 ppb
SO (ppb) 1.1 ppb >75 ppb Same for all +150 ppb
. po llu{an s Same for all Same for all Same for all
Ammonia (ppb) 0.4 ppb >500 ppb £250 ppb pollutants pollutants pollutants
1,3 —Butadiene (ppb) 1.5 ppb >900 ppb +300 ppb
Hexane (ppb) 0.8 ppb >200 ppb +100 ppb
H2S (ppb) 3-25 ppbP >50 ppb +30 ppb

If value is <0, flag

Visibility (miles) as suspect

>50 Not applicable

@MDL is dependent on atmospheric conditions. Valid data below MDL is evaluated on the basis of correlation coefficient and other operational parameters such as signal
strength. If data below the MDL are determined to be valid, but the concentration is below the MDL, it is flagged as below MDL on the public website and in the database.

b Per the December 22, 2022 letter from BAAQMD,” the LOQ is taken to be equivalent to the MDL. For the TDLAS, the MDL is calculated as twice the standard deviation of a
blank sample.

7 Bovee, J. "Refinery Fenceline H,S TDL Monitoring System Specifications”, Communication to Tesoro, December 22, 2022.
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Additional parameters that are monitored as indicators of data quality include signal strength,
correlation between measured and reference spectra, wavelength versus intensity, and visual review
of peaks. The QA/QC checked used are listed in Table 10.

Table 10. Instrument QA/QC checks.

Instrument Checks Acceptance Criteria

UV-DOAS
Bump test with benzene (accuracy and Monthly and after major 1£209%?
precision) service
Measurement quality (R?) Continuous 08to 1.0
Integration time Continuous <250 ms
Signal intensity Continuous >80%P
TDLAS

Bump test? (accuracy and precision)
H.,S at a concentration between 50 and 100 ppb Monthly +15%
which differs from 3-point calibration points.

3-point calibration ¢ (accuracy and precision) £15% for each
ac o

The lowest calibration concentration must be in Quarterly o .
the range of 40 to 60 ppb. calibration point
5-min LOQ® Continuous 3-25 ppb
H.S correlation coefficient (r) Continuous 0.72to 1.0
Power Continuous 0.1 mw (corres.po.nds to
<1% transmission)
H>O correlation coefficient (r) Continuous >0.95
FTIR
Bump test with ammonia
(accEracy and precision) Rleneyly +20%
Signal intensity Continuous >2%P
Measurement quality (R?) Continuous 0.7to 1.0

Visibility Sensor
Accuracy Annually +25%

@For the TDLAS, accuracy and repeatability specifications will be treated as objectives to become requirements once it is proven
they can be reliably met for all seasons and atmospheric conditions.

BNIST TN 1297: Appendix D1. Terminology.

¢For test concentrations requiring greater than 750 ppm HzS, safety considerations necessitate certified sealed cells be used. For
test concentrations requiring lower than 750 ppm, certified flow-through cells may be used.

dPer the December 22, 2022 letter from BAAQMD,® the LOQ is taken to be equivalent to the MDL. For the TDLAS, the MDL is
calculated as twice the standard deviation of a blank sample.

8 Bovee, J. "Refinery Fenceline H,S TDL Monitoring System Specifications”, Communication to Tesoro, December 22,
2022.
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For those data points that are collected with a signal strength percentage outside of an acceptable
range, will be flagged as either invalid or undergo additional screening. For UV-DOAS analyzers,
signal strength is assessed with the integration time (which increases as signal intensity decreases).
The correlation between measured spectra and reference spectra is also used to filter data.
Measurements with less than 80% (UV-DOAS) or 70% (FTIR) spectral match are flagged as poor
spectral match (ambient interference and spectral noise are believed to impact measurements).
TDLAS signal power can be measured with a photodiode detector and used to evaluate the impact
of atmospheric conditions or misalignment on data quality. During normal operations, the
photodiode detector has an auto-gain feature that resets when the signal power is at 20% on the
low end and 80% on the high end. Because the Unisearch TDLAS operates in a wavelength range
that also contains an absorbance feature for water vapor and carbon dioxide, the correlation
coefficient of these gases can be used as a performance metric. If the water vapor correlation drops
below a threshold value, carbon dioxide correlation is examined. If that also drops below a threshold
value, data are flagged as invalid. This logic reflects that water vapor and carbon dioxide are always
present in the atmosphere.

In addition to auto-screening and daily visual checks, data are subjected to more in-depth review on
a quarterly basis and when data fail screening. Final data sets are compiled quarterly and will be
provided to the BAAQMD no later than 60 days after the end of each calendar quarter.

Any corrections or updates will be copied to the website. Validation checks will include:
e Looking for and investigating statistical anomalies and outliers in the data.
e Ensuring there are not several continuous 5-min averages of the same number.
e Evaluating monthly summaries of the minimum, maximum, and average values.
e Ensuring data reasonableness by comparing data to other sources of data.

e Ensuring the data or measurements are realistically achievable and not outside the limits of
what can be measured.

e Inspecting several sampling intervals before and after data issues, instrument bump tests, or
repairs to ensure all affected data have been properly flagged.

e Referring to site and operator logbooks to see if some values may be unusual or
questionable based on manual changes to operations/data, and verify that the changes were
logged and appropriately flagged.

e Assessing instrument meta-data to confirm reasonableness.

e Assessing visibility measurements to ensure adequate signal was obtained to quantify
pollutant concentrations.

e Confirming that bump tests were conducted and were within specifications.

On a quarterly basis, to ensure daily QC tasks are complete, analysts:

e Review any instrument bump test results.
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3. Routine Operations

e Verify that daily instrument checks were acceptable.

e Review manual changes to operations/data, and verify that the changes were logged and
appropriately flagged.

e Ensure that bump tests or instrument checks have the appropriate data flags are applied.

On a quarterly basis, analysts subject the data to final QC. In this review, analysts:

e Create a null record for data completeness purposes if a record is not created for a particular
site/date/time/parameter combination.

e Assign a Null Code to Invalid data (in other words, a reason for being invalid).
e Inspect data consistency over three months.

e Review ranges of values for consistency—ranges should remain consistent over months of
monitoring.

e Check bump test values for consistency.

e Review data completeness.

Actions will be documented to retain the raw data and support traceability of actions taken to
produce the data on the website. Additional details on the final QC process are provided in the QAPP
(Appendix A).

On an annual basis, the Facility Program Manager and the QA Manager will review the performance
of the network by (1) reviewing the data completeness by monitoring path, instrument, and species;
(2) reviewing results of bump tests; (3) analyzing the reported values in context of refinery
operations; and (4) analyzing the data in context of the meteorology.

Data are screened in real time upon upload into the DMS, as described in previous sections.
Automated procedures will be used to ensure that data are properly uploaded, stored, processed,
and quality-assured, and that products are delivered to a public-facing website in near-real time,
defined here as 10 minutes or less after data collection.

For the public website, key components include visual display of data in near-real time, context for
the public to better understand the concentrations displayed, a mechanism for feedback on the
website, and a mechanism for requesting data for further exploration.

The preliminary quality-controlled data are presented as time series of species concentrations,
visibility, and wind speed and direction. Data are provided on the website as 5-min averages and
rolling 1-hr averages. Data are annotated for quality (valid, invalid, suspect, missing). In the event
that high concentration levels occur, Tesoro will follow its existing procedures to determine whether
any additional information needs to be provided to the public.
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3. Routine Operations

An image of the Tesoro (Marathon) Martinez Refinery’s public-facing website is shown in Figure 16.
Information is written at a public-friendly level with links to additional resources for members of the
public who want to delve deeper into the science.
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Figure 16. Screenshot of the Martinez fenceline monitoring public-facing web page.

The data collected are high time resolution, spatially variable, and chemically complex. To provide
context to this complex data set for the public, the following information is included through a
combination of links, graphics, or captions:

¢ Information about the species measured and the measurement techniques.

e Discussion of levels of concern, with links to third-party sources such as the Office of
Environmental Health Hazard Assessment website on the health effects of each species.

e Discussion of non-refinery sources that could affect the measured concentrations.

e Definitions of abbreviations.

e Discussion of data below MDL.

e Definition of data QC flags and their meaning.

e Frequently asked questions (FAQs; to be updated over time).

To facilitate public feedback, a feedback mechanism is provided on the web page. This allows users
to submit questions or comments about the website. An email is delivered to a Martinez Facility
contact and the website host, who are responsible for deciding how to respond to the public
comments. The emails received through the website are archived. Although not all comments have
to be addressed, they can be made available to BAAQMD upon request. Some of the comments can
aid in the creation of FAQs.
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Appendix A: Quality Assurance Project Plan

Appendix A: Quality Assurance Project
Plan

Quality Assurance Project Plan for the Tesoro Refining & Marketing Co., LLC, Martinez Renewable
Fuels Facility in Martinez, CA.
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1. Project Background and Management

1. Project Background and
Management

Tesoro Refining & Marketing Company, a subsidiary of Marathon Petroleum Corporation, monitors
fenceline concentrations of certain compounds at the Martinez Renewable Fuels Facility located in
Martinez, California ("Martinez Facility” or "Facility”), in compliance with the Bay Area Air Quality
Management District’'s (BAAQMD) Regulation 12, Rule 15 (Rule 12-15) and consistent with the
BAAQMD's Air Monitoring Guidelines for Petroleum Refineries.”2 Rule 12-15 requires monitoring for
specific air compounds, with data reported to the public. On October 6, 2021, the BAAQMD provided
updated requirements for refineries to conduct additional hydrogen sulfide (H2S) monitoring along
Facility fenceline paths and to implement the enhanced monitoring by January 1, 2023. The Martinez
Facility met this requirement within the timeframe specified. BAAQMD issued updated specifications
on December 22, 2022. The Martinez Facility’s response to the updated specifications was submitted
on February 23, 2022. This revision addresses feedback from BAAQMD received July 19, 2023.

Rule 12-15 requires fenceline monitoring of multiple compounds using “open-path technology
capable of measuring in the parts-per-billion range regardless of path length” or an alternative
measurement technology.? The Martinez Facility is conducting open-path pollutant monitoring with
visibility and meteorological measurements to meet the regulations.

This document is a quality assurance project plan (QAPP), which documents the actions that the
Martinez Facility fenceline monitoring project team will take to ensure that the data collected are
credible and meet the requirements of Rule 12-15.

T Petroleum Refining Emission Tracking (Rule 12-15; approved by the BAAQMD on April 20, 2016).
2 Bay Area Air Quality Management BAAQMD (2016) Air Monitoring Guidelines for Petroleum Refineries. April 2016. Available at


http://www.baaqmd.gov/%7E/media/files/planning-and-research/public-hearings/2016/9-14-and-12-15/042016-hearing/1215-amg-041416-pdf.pdf?la=en
http://www.baaqmd.gov/%7E/media/files/planning-and-research/public-hearings/2016/9-14-and-12-15/042016-hearing/1215-amg-041416-pdf.pdf?la=en

1. Project Background and Management

1.2 Roles and Responsibilities

The project team for this QAPP includes Facility staff, contractors, quality assurance (QA), field, and
website personnel. Figure 1 shows an organization chart for the project.

el
g QA Officer
Manager

Project
Manager

Routine Operations Data/QA Website/Data

Manager Manager

System Manager

Instrument Field Daily Data
Contractors Technicians [ Reviewers/Analysts

--= Informal reporting

Figure 1. Organizational chart for this project.

The overall program will be run by a Program Manager (PM) appointed by the Facility. This PM acts
as the central point of contact for the BAAQMD and the Project Manager. The PM is responsible for
overseeing the program and reporting directly to the BAAQMD.

The Project Manager serves as the primary technical advisor for the program and measurements.
They work with the Routine Operations Manager to ensure that program requirements are being met
and the Data/QA Manager to ensure data quality is being maintained. The project manager also
works with the Website Manager to ensure that data are being reported to the public in real time
and are of high quality. The Project Manager ensures that quarterly reporting is completed and
delivered to the Facility PM.

The Routine Operations Manager is responsible for overseeing the day-to-day monitoring
operations and reports to the Project Manager. They coordinate directly with Field Technicians to
ensure the fenceline network is being maintained according to schedule and as described in SOPs.
They also work with the Data/QA Manager to ensure that issues impacting data delivery or data
quality are addressed.



1. Project Background and Management

The Data/QA Manager is responsible for ensuring the quality of data collected in this program. The
Data/QA Manager oversees data collection and review, provides QA oversight, and oversees and
reports on QA activities to the Project Manager. The QA Manager oversees daily data review and
data management, works with the Routine Operations Manager to ensure that any data issues are
addressed by the field technicians.

Field Technicians perform necessary instrument maintenance. They ensure all measurements are
collected in accordance with maintenance and audit procedures (see Appendices), standard
methods, and regulations, where applicable. Field Technicians (1) perform the required quality checks
on instruments and document all work in site logs; (2) are trained on the operation and maintenance
of each instrument; and (3) have the necessary and current training required to be on Facility

property.

The Instrument Contractors provide technical support for the instruments that are deployed in the
field.

The Daily Data Reviewers assess data every day and conduct data validation. They communicate
with the QA/Data Manager when issues arise and may also interact with Field Technicians when they
notice an issue that needs to be addressed. They are the primary data analysts who conduct
quarterly review and validation of the data.

The Website/Data System Manager is responsible for properly displaying data on the website. The
website uses automated alerting to notify the Website/Data System Manager when the real-time
data are not available. This Manager will be responsible for assessing and fixing data communication
issues and other information technology-related problems concerning the website and data system.






2. Measurements

2. Measurements

The compounds measured are benzene, toluene, ethylbenzene, and xylenes (referred to collectively
as BTEX), sulfur dioxide (SOz), hydrogen sulfide (HzS), 1,3-butadiene, hexane, and ammonia (NHs).
These compounds are measured at a 5-min resolution. Because of the distances that need to be
covered by measurements (hundreds of meters), data time-resolution requirements (5 minutes), and
current measurement technology, open-path instruments (CEREX UV-DOAS, Unisearch TDLAS, and
CEREX FTIR) were selected.

Along all measurement paths (see Section 2.2), BTEX and SOz are measured by monostatic
Ultraviolet-Differential Optical Absorption Spectroscopy (UV-DOAS) with a xenon light source. The
light source and detector on one end of the open-path point at a retroreflector some 300 to

700 meters away (monostatic configuration). The xenon light is required to achieve measurements
over these path lengths at the minimum detection limits (MDL) required. The analyzer detector
records the intensity of light at discrete wavelengths. Any UV-absorbing gas that is present in the
beam path absorbs at a specific wavelength of light. Each species of gas has a unique absorbance
fingerprint (i.e., the ratios between the absorbance at several different wavelengths are unique to
that gas). The analyzer compares regions within the sample absorbance spectra to the same regions
within the reference absorbance spectra. The analyzer uses a classical least squares regression
analysis to compare the measured absorption spectrum to calibrated reference absorption spectra
files. Beer's Law is used to report gas concentrations. Though not written specifically for UV-DOAS,
this approach is the same as that specified in the Environmental Protection Agency's (EPA) TO-16
Methodology.? Closeness of fit is indicated by the coefficient of determination (R?) describing
agreement between the measured spectra and the reference spectra. A related term, spectral match,
is defined as R? multiplied by 100 and is used here to validate data. The spectral match is provided
continuously with each concentration value so that interference can be detected if it is present.
Selection of regions of analysis that are free of absorbance due to other gases within the sample is
the primary means of avoiding cross-interference. Spectral subtraction is used in cases with
overlapping absorbance features; the subtraction technique is proprietary to the instrument
manufacturer.

3 U.S. Environmental Protection Agency (1999) Compendium of methods for the determination of toxic organic compounds in
ambient air: compendium method TO-16. Second edition, prepared by the U.S. Environmental Protection Agency, Office of Research
and Development, Cincinnati, OH, EPA/625/R-96/010b, January. Available at


https://www3.epa.gov/ttnamti1/files/ambient/airtox/tocomp99.pdf

2. Measurements

Along all measurement paths, H2S is measured by monostatic Tunable Diode Laser Absorption
Spectroscopy (TDLAS) open-path instruments. A tunable diode laser emits light at a very small range
of wavelengths, which allows spectral measurement of an HzS absorption peak. The system measures
(1) sample path absorbance in a region where HzS absorbs infrared (IR) light, and (2) through an
internal reference cell that contains a known concentration of HzS. The two resultant spectra are
compared to each other using analytic software that determines the concentration of HzS in the
sample path. The software also reports a correlation coefficient (r), with larger values reflecting
higher confidence in the analyte detection. TDLAS signal power can be measured with a photodiode
detector and used to evaluate the impact of atmospheric conditions or misalignment on data quality.
During normal operations, the photodiode detector has an auto-gain feature that resets when signal
power is at 20% on the low end and 80% on the high end. Because the Unisearch TDL operates in a
wavelength range that also contains an absorbance feature for water vapor and carbon dioxide, the
correlation coefficient of these gases can be used as a performance metric. If the water vapor
correlation drops below a threshold value, carbon dioxide correlation is examined. If that also drops
below a threshold value, data are flagged as invalid. This logic reflects that water vapor and carbon
dioxide are always present in the atmosphere.

Hexane, NHs, and 1,3-butadiene are measured with a Fourier Transform Infrared (FTIR) Spectroscopy
instrument. The FTIR operates similarly to the UV-DOAS analyzer and sends an infrared light beam
through the open air. It is then reflected back to the analyzer detector (monostatic configuration),
where the absorption due to target gases is measured and recorded. The analyzer uses a classical
least squares regression analysis to compare the measured absorption spectrum to calibrated
reference absorption spectra files according to the EPA’'s TO-16 Methodology. Beer's Law is used to
report accurate gas concentrations. A combination of industry standard methods and proprietary
methods are used to mitigate interference from both water vapor and interference gases, including
spectral subtraction, path length adjustments, selecting isolated absorbance peaks for the gases of
interest, and multi-peak analytics.

Heavy fog, rain or smoke may block the signal from an open-path instrument and prevent data
collection; however, even light fog or smoke can partially absorb the signal and interfere with
measurements. Tule fog forms when there is high relative humidity (typically after rain), light wind,
and rapid cooling, typically in the California Central Valley. It extends into the marshlands along the
Sacramento River, San Joaquin River, and Carquinez Strait, especially during the rainy season from
late fall to early spring. Visibility measurements are made at one representative location and provide
evidence when low-visibility conditions cause the open-path instruments to miss measurements.



2. Measurements

Table 1 summarizes the MDL, which is the lowest concentration that can be measured, and upper
detection limits (UDL), which is the highest concentration that can be measured, for each species by
instrument for each measurement path, as provided by instrument manufacturers. The detection
limits are for the average species concentration along a path. Per the December 22, 2022, letter from
BAAQMD,* the level of quantitation (LOQ) is taken to be equivalent to the MDL. For the TDLAS, the
MDL is calculated as twice the standard deviation of a blank sample. The MDL is defined at two times
this standard deviation and is reported alongside every 5-min average concentration value.

The detection limits provided in Table 1 represent expected values, as actual MDLs/LOQs are not
fixed and can change depending on atmospheric or operational conditions. For instance, under
acceptable operating conditions, the MDL/LOQ of the Unisearch TDLAS is expected to be between 3
to 25 ppb, below 1% transmission. The MDL/LOQ may be higher than 25 ppb if there is poor
atmospheric visibility, if the instrument is misaligned, if there are hardware problems, or if an
interferant is present. For the Unisearch TDLAS, a real-time MDL/LOQ is calculated continuously in
real time using the standard deviation of the last seven 5-min average concentration values
containing no measurable analyte (as determined by the correlation coefficient). The MDL/LOQ is
defined at two times this standard deviation; it is determined by the analyzer software and reported
alongside every 5-min average concentration value data. Real-time MDL/LOQ values greater than 25
ppb are flagged for additional review and, in the absence of marginal operating conditions or an
instrument malfunction, are considered to not meet the performance criteria. Real-time MDLs/LOQs
for the TDLAS are displayed on the public-facing website.

4 Bovee, J. "Refinery Fenceline Hz2S TDL Monitoring System Specifications”, Communication to Tesoro, December 22, 2022.
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Table 1. Instruments and approximate detection limits by species, and path length. Actual detection limits will depend on ambient
conditions, visibility, and instrument performance. H.S MDLs/LOQs will be evaluated in real-time.?

Path 1 Path 2 Path 3 Path 4

Technolo MDL UDL MDL UDL MDL UDL MDL UDL
9y (PPB) (PPB) (PPB) (PPB) (PPB) (PPB) (PPB) (PPB)
14 873 1.9 940 1.5 980 1.6 857

Compound

1,3-Butadiene

FTIR Ammonia 03 707 04 761 04 794 04 694
Hexane 07 693 0.9 712 08 662 0.8 834

TDLAS Hydrogen 325 5,700 325 7,700 3-25 6,200 3-25 6,500

Sulfide

Benzene 04 10,867 06 11,694 05 12,195 0.5 10,671

Toluene 12 6,169 17 6,638 14 6,922 15 6,057

UV-DOAS  Ethylbenzene 0.5 1,312 06 1,411 0.5 1,472 0.5 1,288
Total Xylenes 2.2 4,998 3.0 5,378 2.4 5,609 2.5 4,907

Sulfur Dioxide 10 3,079 14 3,159 11 2,938 12 3702

2 Per the December 22, 2022, letter from BAAQMD,” the level of quantitation (LOQ) is taken to be equivalent to the MDL. For the TDLAS, the
MDL is calculated as twice the standard deviation of a blank sample. This LOQ will be achieved at less than 1% transmission.

® Bovee, J. "Refinery Fenceline HzS TDL Monitoring System Specifications”, Communication to Tesoro, December 22, 2022.



2. Measurements

2.2 Monitor Siting Overview and Rationale

The Martinez Facility monitors concentrations across four open paths, shown in Figure 2. The Facility
selected these locations after consideration of dominant wind patterns, sources of potential air
emissions on the property, nearby local receptors, and logistical feasibility. Detectors/analyzers are
located at monitoring sites 1S, 2E, 3N, and 4N, and retro-reflectors are placed at the remaining
identified sites at 1N, 2W, 3S, and 4S. On public facing website, the sites are also labeled as East (Path
1), Southeast (Path 2), Southwest (Path 3), and West (Path 4). The BAAQMD previously approved the
locations of the four open paths.

T ‘ Tesoro Martinez Refingry

Bc
benzene
Clns
O nH,y
Oco
[[] 1.3-butadiene
b Surface Met Sites
Monkor Locations (Jan 2017)
() H:S. 1.3-butadiene, BTEX. NH,. SO;, Akanes
@ H.S. BTEX. SO,
Monitor Segments (Jan 2017)
H:S, 1.3-butadiene, BTEX, NH,, SO, Akanes
= H;S, BTEX, $O;
] 1 Mite Offshore Fiow Zone
D Tesoro Martinez Refinery
L} 1 Mie Buffer

Figure 2. Open-path monitoring sites for the Martinez Facility. Four paths are identified,
labeled 1n-1s (yellow), 2e-2w (blue), 3n-3s (blue), and 4n-4s (yellow). Analyzers are located at
sites 1s, 2e, 3n, and 4n, while reflectors are located at sites 1n, 2w, 3s, and 4s.

A description of the exact shelter coordinates, elevation (analyzer and retroreflector), and optical
path lengths is provided in Table 2.
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Table 2. Summary of each open-path system (analyzer and retroreflector) including
geographic coordinates, path length, and shelter elevation at the Martinez Facility.

_Path No._| Path Length | Equipment [ Coordinates | _Elevation |

UV-DOAS,
1 FTIR, TDLAS 38.0226437, -122.0432505 1.5m
(East) 654 m Analyzers
Reflector 38.0286053, -122.0414416 45m
UV-DOAS,
5 TDLAS 38.0105084, -122.048323 1.5m
(Southeast) 484 m Analyzers
Reflector 38.0101376, -122.0540906 45m
UV-DOAS,
3 TDLAS 38.0120123, -122.06357 1.5m
598 m Anal
(Southwest) nalyzers
Reflector 38.007080, -122.060473 45m
UV-DOAS,
4 FTIR, TDLAS 38.0208706, -122.0690485 1.5m
(West) 57T m Analyzers
Reflector 38.0161463, -122.0671891 45m

The Martinez Facility used the following rationale in selecting the open-path monitoring locations
identified in Figure 2:

Path 1 is positioned between the Facility’s main processing block and the community of
Clyde. Clyde is further than 1 mile from the eastern fenceline and even further from any
emission sources, and Rule 12-15 requirements therefore do not apply. However, the Facility
considers that the community is directly east and downwind from the Facility’s main
processing block during wind conditions that predominate in the region (i.e., winds blowing
from the west to the east).

Path 2 is positioned between the Facility’s main processing block, storage tanks, and the
occupied areas of Concord toward the southeast: the Concord-Northwood residential
community, the Sun Terrace neighborhood, and a zone of light industry and office parks that
borders the southern and eastern sides of the Mallard Reservoir. While wind blows from the
Facility in this direction infrequently, the Facility recognizes that these receptor areas are
close to the Facility and plans to establish monitoring on Path 2.

Paths 3 and 4 provide coverage when winds blow from the northeast to southwest.
Northeasterly winds are infrequent; however, they occasionally occur during the winter.

10
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- Path 3 lies between a battery of crude oil storage tanks and residential
neighborhoods of Martinez off Blum Road.

- Path 4 lies between the Facility’s main center of processing operations and the Vine
Hill neighborhood of Martinez.

H2S and BTEX emissions are distributed across the Facility property, and are measured along all four
of the open pathways. Sources of NHs and 1,3-butadiene are present only near the Facility’s main
processing block; therefore, given the annual and seasonal wind patterns, measurements of these
species are made only along Paths 1 and 4. Hexane, which serves as a surrogate for alkane emissions,
is also reported along Paths 1 and 4.

A visibility monitor is located on the Path 2 instrument shelter.

Four types of instrument systems are included in this monitoring system: UV-DOAS, TDLAS (effective
January 2023), FTIR, and a visibility sensor. Other meteorological data are obtained from existing
measurement systems at the Facility. Quality Assurance (QA) is a primary consideration for all
operations and maintenance procedures. For all instruments, scheduled maintenance will occur
monthly, quarterly, and/or annually. Emergency maintenance will occur as needed when problems
are identified during daily data review and auto-screening of real-time data. All actions performed to
the instruments are recorded and filed in a site logbook.

The UV-DOAS system is designed to require only modest service and maintenance. Table 3
summarizes typical UV-DOAS maintenance activities as recommended by the manufacturer. These
actions help ensure data integrity and maximize up-time. Table 11 (see Section 4.4) further defines
operational limits that will be used to trigger corrective actions during separate site visits.
Maintenance schedules will be adjusted as needed.
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Table 3. Schedule of maintenance activities and performance indicator checks for the UV-DOAS.

T A

Visually inspect the system (an evolving check list is maintained).
Inspect optics on detector and retro-reflector. Clean if necessary. v
Inspect and clean system filters. v

Confirm the alignment to verify there has not been significant physical

movement. This is accomplished by noting the integration time and signal v
strength — both should be less than 250 ms and greater than 90%,

respectively.

Download data older than 12 months from the analyzer hard drive, move v

to a permanent archive, and delete the old files from the analyzer.

Ensure there are no obstructions between the detector and the retro- v
reflector (such as equipment, vegetation, vehicles).

Inspect all electrical cables for wear. Replace as needed. v

Review and test light and signal levels. Check average light intensity to
establish baseline for bulb change frequency. Measure stray light. Realign v
system if integration time exceeds 250 ms.

Change out the UV source if the intensity has dropped below acceptable
range (service hours >2000 hours and intensity at 250 nm <3% with v
40 ms dwell time under high visibility conditions).

Replace ventilation exit and intake filters. v

Clean and inspect optics on detector and retro-reflector.

Realign system after service. Ensure integration time is less than 250 ms v

and intensity is greater than 90% under high visibility conditions.

Check other system performance indicators, if necessary. v

Perform bump test. v

Verify system settings. v

Maintenance activities for the TDLAS and the UV-DOAS are similar. The TDLAS system is also
designed to require only modest service and maintenance. Table 4 summarizes TDLAS maintenance
activities, as recommended by the manufacturer and required by the BAAQMD. Table 11 (see Section
4.4) further defines operational limits that will be used to trigger corrective actions during separate
site visits. Maintenance schedules will be altered as needed.

12
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Table 4. Schedule of maintenance activities and performance indicator checks for the TDLAS.

voriny Annually

Visually inspect the system.
Inspect optics on detector. Clean if necessary. v

Check the alignment to verify there has not been
significant physical movement and confirm signal levels.

Download data older than 12 months from the analyzer
hard drive, move to a permanent archive, and delete the v
old files from the analyzer.

Ensure there are no obstructions between the detector and
the retro-reflector (such as equipment, vegetation, or v
vehicles).

Inspect all electrical and optical cables for wear. Replace as
needed.

Perform bump test v

Review and test light and signal levels.?

3-point calibration check

Verify system settings. v

2 Although signal strength is recorded in real time, it is recommended to consider longer term trends in signal intensity to evaluate
the optical components’ health, the effects of cleaning optical components, and the noise characteristics of the spectral data.

2.3.3 CEREXFTIR

Maintenance activities for the FTIR and the UV-DOAS are similar. The FTIR system is also designed to
require only modest service and maintenance. Table 5 summarizes FTIR maintenance activities, as
recommended by the manufacturer. Preventative maintenance frequency depends on the operating
environment and may need to be adjusted. On an as-needed basis, system status alarms may alert
operators to specific issues that need to be addressed. Audits will be performed on site.

13
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Table 5. Schedule of maintenance activities and performance indicator checks for the FTIR.

Activit Monthly | Quarterl Annuall 16524 ive
y y y y months Years

Visually inspect the system.

Inspect optics on detector and retro-reflector.

v
Clean if necessary.
Confirm the alignment to maximize signal v
intensity.
Download data older than 6 months from the
hard drive, move to a permanent archive, and v
delete old files from the analyzer.
Ensure there are no obstructions between the
detector and the retro-reflector (such as v
equipment, vegetation, vehicles).
Perform bump test. v
Check system performance indicators (an v
evolving checklist will be maintained).
Inspect and clean AC system exterior heat v
sink.
Review and test light and signal levels.
Check average light intensity to establish v
baseline for IR source change frequency and
retro-reflector wear.
Replace cryocooler or swap detector module v
assembly.
Change out the IR source. v

2.3.4 Belfort Model 6400 Visibility Sensor

For the visibility sensor, monthly maintenance includes inspecting the sensor for dirt, spider webs,
birds’ nests, or other obstructions (see Table 6). If the sensor is dirty, the glass windows are cleaned
with glass cleaner. There are no serviceable components in the sensor. Calibration will be performed
semi-annually. Table 11 (see Section 4.4) further defines operational limits that will be used to trigger
corrective actions during separate site visits. Maintenance schedules will be adjusted as needed.

14
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Table 6. Schedule of maintenance activities for the Belfort visibility sensor.

Semi-

Activity Monthly | Quarterly Aol
Inspect optics on detector, clean if necessary. v
Visually inspect the system including all cables. v
Check calibration. An acceptable % accuracy is less than £25%. v

2.4 Emergency Maintenance Procedures

When a major problem is discovered with the fenceline monitoring system, corrective actions and
maintenance procedures are required. Because the fenceline monitoring system is composed of two
major components—field hardware and website software—two separate rotating teams are on call
24/7 to respond to any issues that can be dealt with remotely. Any necessary field work will occur the
next business day. The two teams are (1) the Sonoma Technology field operations team (field ops
team), and (2) the Sonoma Technology IT operations team (the IT ops team). The overall field ops
team will consist of field technicians, and the IT ops team will consist of IS (information systems)
engineers and IT specialists. Sonoma Technology staff manually checks the website daily, and
automated checks are enabled. If the automated checks identify a problem, the automated system
will immediately send an alert to the field ops team and/or the IT ops team. This approach will help
to guarantee that problems are identified and addressed in a timely manner. The on-call teams are
required to acknowledge alerts within 30 minutes of their receipt and begin investigation within 75
minutes thereafter. Facility personnel will be notified if a solution for issues affecting data availability
cannot be resolved within an hour of investigation. BAAQMD staff will be notified of monitoring
downtime according to BAAQMD Regulation 1-530.°

The rotating field ops team will remotely monitor the status of the field sites 7 days per week and
use automated checks such as the following to determine actions:

1. Data not reporting
2. Data out of expected range
3. Metadata message indicates a problem with instrument operations

Problems with the analyzers or any associated hardware in the shelters will be addressed on the
following business day. The IT ops team will remotely monitor the status of the website and
associated equipment using automated system checks such as those listed in Table 7 to determine
actions. Automated alerts are triggered when any of the parameters surpasses their limit or
threshold.

6 Area Monitoring Downtime (BAAQMD Rule 1-530), available at http://www.baagmd.gov/~/media/dotgov/files/rules/reg-1-
general-provisions--definitions/documents/rg0100.pdf?la=en.
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Table 7. Parameters monitored by automated system checks, their monitoring frequency, and
threshold for alerting.

Parameter Monitoring Parameter
Frequency Limit/Threshold for Alert

HTTP test on the:

Website goes down - public website Esveecrc))/n3d050 Websites not reachable
- Administrator website DMS API
- CPU utilization - CPU utilization >60%
DMS systems - Memory use Esveecréln?’doso - Memory used >75%
- Disk space used - Disk used >75%
- Database replication Status either
Other network- - APl load balancer Every 300 - OK
related issues - System services seconds - Insufficient
- Network connections - Unhealthy
. Status either
Test for errors in Every 300 - OK
data processing - Process scheduler -
===l seconds - Insufficient
pipeline

- Unhealthy

The IT ops team is expected to acknowledge alerts within 30 minutes of their receipt. If an issue
needs to be escalated for project-specific reasons, the IT ops team will notify the project’s primary
and secondary point persons at Sonoma Technology. If deemed necessary, Sonoma Technology will
notify the Facility of any issues affecting data availability on the public website. Any instrument-level
outages that occur during the weekday nights or weekends will be dealt with the next business day.
In the case of any long-term outage or scheduled maintenance at a specific site, a temporary
message may be displayed on the public-facing website to alert the public. If there is an outage
lasting more than 24 hours, BAAQMD will be notified on the next business day. A spare analyzer may
be installed if there is a long-term problem with a piece of operating equipment.

Corrective action will be taken to ensure that data quality objectives are met. Table 8 lists the types
of issues that require corrective actions. This table is not all-inclusive, and additional checks may be
added as the project progresses. The Daily Data Reviewers will review data daily to identify issues
and will work with the field technicians and instrument contractors to resolve issues that need to be
addressed on site. Analysts will examine both public facing and internal websites to assess data
quality and availability. If issues are noted, the Analyst will further investigate and work with the QA
Manager, Project Manager, and Field Technicians to resolve the problem. Furthermore, 24/7 on call
field operations will be notified of any data availability issues. If necessary, maintenance tables will be
modified and updated in the QAPP and submitted to BAAQMD for approval.
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Table 8. Potential sampling and data reporting problems and corrective actions.

Notification

2. Measurements

Person

Erratic data (highly

variable or not

physically possible)

Power

Data downloading

Supplies and
consumables

Access to sites

Instrument light
level

Website

Server

Network

Data flow

Data flow

Possible instrument

malfunction

Power interruptions

Data will not

transfer to the DMS

Essential supplies
run out

Technician cannot
access the sites

A low light level
alert is observed

Website is down

Not working
properly

Network is down

Data flow
interruption

Errors in processing

Contact Field Manager
and Instrument
Contractor

Check line voltage, reset
or restart instruments

Contact Field Manager
and Instrument
Contractor

Contact Field Manager

Contact Project Manager

Contact Instrument
Manufacturer; replace
bulb

Contact Website/Data
System Manager

Contact Website/Data
System Manager

Contact Website/Data
System Manager

Contact Website/Data
System Manager

Contact Website/Data
System Manager

Document in logbook,
notify Routine
Operations Manager

Document in logbook,
notify Routine
Operations Manager

Document in logbook,
notify Field Manager
and Website/Data
System Manager

Document in logbook,
notify Routine
Operations Manager

Document in logbook,
notify Program
Manager

Document in logbook,
notify Routine
Operations Manager

Notify Program
Manager

Notify Project
Manager

Notify Project
Manager

Notify Project
Manager

Notify Project
Manager

Responsible

Field Technician

Field Technician

Field Technician

Field Technician

Field Technician

Field
Technician/Daily
Data Reviewer

Website/Data
System Manager

Website/Data
System Manager

Website/Data
System Manager

Website/Data
System Manager

Website/Data
System Manager
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3. Quality Objectives and Criteria

To ensure success of field measurements, measurement performance or acceptance criteria are
established as part of the monitoring design. These criteria specify the data quality needed to
minimize decision errors based on the data. Data quality is defined in terms of the degree of
precision, accuracy, representativeness, comparability, and completeness needed for the monitoring.
Of these five data quality indicators, precision and accuracy are quantitative measures,
representativeness and comparability are qualitative, and completeness is a combination of
quantitative and qualitative measures.

To ensure appropriate spatial coverage of measurements, a thorough meteorological analysis was
performed, as documented in the monitoring plan. Comparability among measurements is
addressed by using one manufacturer for each system (UV-DOAS, TDLAS, FTIR, visibility) so that
hardware and software are consistent among sites.

Before consideration of data completeness objectives, it is important to define how data are flagged.
In near-real time, data are transferred from infield instruments through a data acquisition system
(DAS) to a Data Management System (DMS). The DAS consists of a data logger, which calculates
5-min averages, performs initial data quality control (QC) screening, and transmits data to a cloud-
based DMS. The DMS automatically QCs data, detects outliers and problems, and creates alerts,
while also tracking all data QC activities. As part of the auto-screening process, QC flags are assigned
as follows:

i. Valid - Data are within normal operating parameters.

ii. Invalid - Data do not meet the QC criteria.

iii. Suspect/Questionable - Data should be reviewed further.

iv. Missing - Data have not been received by the DMS for more than 10 minutes.
Automated QC processes for open-path data include assessment of visibility conditions in
conjunction with instrument parameters, such as signal strength and integration time (only UV-DOAS
reports integration time). This allows automatic screening for invalid data due to weather, as well as
for suspect/questionable data due to marginal operating conditions. The automated data QC

process flags any data with poor spectral matches to reference libraries, according to the defined
acceptance criteria. These criteria are manually reviewed on a regular basis to ensure thresholds are
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appropriately defined. Data below the MDL are flagged accordingly. All data in exceedance of
reference exposure levels (RELs) are automatically flagged as suspect/questionable for additional
manual review and verification. The final step of the automated data QC process flags any data with
high concentrations (range check), large fluctuations (rate-of-change), or stuck data values (sticking
check) as suspect/questionable for additional manual review and verification.

Automated QC processes for point monitors are less complex, as their measurement technique is
more straightforward. As with the open-path analyzers, all data in exceedance of RELs are
automatically flagged as suspect/questionable for additional manual review and verification. The
automated data QC process also flags any data with high concentrations (range check), large
fluctuations (rate-of-change), or stuck data values (sticking check) as suspect/questionable for
additional manual review and verification.

In addition to the QC flags described above, operational codes (OP) are also assigned to provide
additional diagnostic information. Table 9 presents an overview of relevant QC/OP codes that are
used throughout the QC process including manual QC efforts (described in Section 4 of this
document).
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Table 9. Overview of the data quality control (QC) and operational (OP) codes.

Data QC/OP Codes

17
28
29
70
72
73

74

76

100
101
102
103

Quality Control (QC) Codes
Valid
Suspect/Questionable
Insufficient valid/suspect data to calculate an hourly average
Missing
Invalid

Operational (OP) Codes

Valid
Hourly data is suspect (general classification); due to range, rate of change, or sticking
Insufficient valid/suspect data to calculate an hourly average
No valid/suspect data to calculate an hourly average; due to invalid 5-min data
Below MDL
Planned Instrument Maintenance
Unplanned Instrument Maintenance
Instrument Malfunction
Marginal Operating Conditions—Elevated Integration Time indicating low signal return
Poor Visibility (Weather)

Goodness of fit (R?) is below threshold, this occurs when compound is below detectable

levels

Marginal Operating Conditions—R? below threshold. Signal return is marginal and
compound concentration below detectable levels.

Flagged by Manual Review
Flagged by Range Check

Flagged by Rate of Change Check
Flagged by Sticking Check
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Data completeness is assessed after reviewing the data flags assigned for each 5-min binned average
data point. BAAQMD guidance for open-path measurement data recovery is that instrumentation
must meet a minimum of 75% completeness on an hourly basis, 90% of the time based on annual
quarters. Completeness is therefore calculated as follows:

Quarterly % Completeness = (

Count of hours in the calendar quarter where hourly completeness > 75%

100
Count of all hours in the calendar quarter )x

Additional data completeness definitions are included below.

Possible — Maximum number of 5-min average concentrations that can be measured in a
given hour and logged in the DMS

Captured — Actual number of 5-min average concentrations that were measured in a given
hour and logged in the DMS

Missing — Number of 5-min average concentrations not measured or logged in the DMS in a
given hour

Missing = Possible — Captured

% Missing — Percentage of missing 5-min average concentrations in a given hour relative to
the possible number 5-min average concentrations

% Missing = (Missing / Possible) x 100

Invalid Total — Number of invalid 5-min average concentrations measured and logged in the
DMS in a given hour

% Invalid Total — Percentage of invalid 5-min average concentrations in a given hour relative
to the possible number of 5-min average concentrations

% Invalid Total = (Invalid Total / Possible) x 100

Invalid Environmental — Number of invalid 5-min average concentrations in a given hour due
to adverse atmospheric or environmental conditions

Invalid Other — Number of invalid 5-min average concentrations in a given hour due to
anything other than adverse atmospheric or environmental conditions

% Invalid Other — Percentage of invalid 5-min average concentrations in a given hour due to
anything other than adverse atmospheric or environmental conditions relative to the possible
number of 5-min average concentrations

% Invalid Other = (Invalid Other / Possible) x 100

Expected — Number of possible 5-min average concentrations in a given hour, adjusted for
periods of low visibility during adverse atmospheric or environmental conditions

Expected = Possible — Invalid Environmental

Valid — Number of valid 5-min average concentrations in a given hour
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¢ % Valid - Percentage of valid 5-min average concentrations in a given hour relative to the
possible number of 5-min average concentrations

% Valid = (Valid / Possible) x 100

* % Hourly Completeness — Percentage of valid 5-min average concentrations in a given hour
relative to the expected number of 5-min average concentrations

% Hourly Completeness = (Valid / Expected) x 100

All measurements outlined here will be subjected to precision and accuracy tests. During these tests,

a number (N) of replicated measurements (x;) of a standard reference material of known magnitude

(xstq) Will be measured. Here, an acceptable number of trials will be defined as 7<N<15. The average
value of these measurements is calculated as:

and the standard deviation (o) as:

From these definitions
From these definitions, accuracy (as % error) is defined as:

X — Xstd

% error = | X 100%

Xstd

and precision as the coefficient of variation (CV) expressed as a percentage:

o
Precision = %CV = Z X 100%

In the field, a bump test is used to verify the system can detect at or below the target bump test
concentration. To confirm reliable, high-quality performance by the UV-DOAS analyzer, single-
species bump tests using benzene will be performed. For the FTIR analyzer, ammonia will be used as
the test species. For both systems, bump tests will be performed on a monthly basis and potentially
less frequently in the future if the measurements prove adequately stable, or should additional
metadata provide assurance that instruments are working properly. The QAPP will be evaluated
continuously; if updates are needed, it will be updated and sent to the BAAQMD for approval before
implementation. For the TDLAS analyzer, bump tests will also be performed monthly, using sealed
cells containing HzS. Where commercially available, NIST-certified cells will be used.

For the visibility instruments, the sensors are calibrated in the field using a manufacturer-specific
calibration kit. A calibration kit consists of (1) a blocking plate or block for checking the sensor zero
and (2) a scatter plate for checking the sensor span. The scatter plate is assigned a factory-traceable
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extinction coefficient used to calculate the expected values during calibrations. Calibrations will be
performed on a semi-annual basis.

For the open-path systems, precision will be measured with bump test data by evaluating the
coefficient of variation during a period of low variability when atmospheric influence on variability is
assumed to be minimal. For example, measurements should not be performed in the rain, fog, or
when ambient concentrations of analytes/interfering species are changing rapidly (e.g., ozone). If
monthly bump test accuracy and precision specifications are not met, then repair, maintenance, and
a root-cause analysis will be triggered, with repeat bump tests performed until a passing test is
completed. All steps in this process will be recorded.

For factory calibrations, a certification of the standard gases used will be requested from the
manufacturer. Standards shall not be used past their expiration date. Certificates on reference
standards used for bump tests in the field will be closely monitored. File version numbers of the
spectral libraries used for signal processing will also be documented and archived.
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4. Data Management

Data quality criteria are evaluated through (1) automatic data checks conducted through the data
management system (DMS) and (2) data review by trained analysts (daily data review and periodic,
more thorough validation).

Data management occurs on a real-time, daily, monthly, quarterly, and annual basis. In near-real
time, data are transferred from infield instruments through a data acquisition system (DAS) to the
DMS using cell modem. Data are also stored onsite on instrument computers in case of cell modem
failure. The DAS performs data averaging to 5-min values, requiring that raw data completeness
meets prescribed thresholds for each analyzer to calculate an average. These thresholds differ by
each analyzer according to the time resolution of the raw data. Values that meet these completeness
criteria are transferred to the DMS. The DAS also assigns initial QC codes and OP codes to each data
value (Table 9 in Section 3.2), based on operating characteristics information collected from the
analyzers as well as the data values. All data are stored in the DMS, which uses a Microsoft SQL
relational database with stored procedures for data processing.

The DMS automatically quality-controls data, detects outliers and problems, generates reports, and
creates alerts. The auto-screening and graphical capabilities are used for continuous examination of
data quality. The DMS feed auto-screened data to an internal field operations website and
notification system to inform and alert project and Facility staff if there is a data issue. The non-
public operations website shows time series plots of BTEX, SOz, HzS, 1,3-butadiene, hexane, NHs,
wind speed, wind direction, visibility, and other analyzer metadata.

The data is displayed on the website within 10 minutes of data collection only after it undergoes
automated QC (described in Section 4.2) and aggregation to 5-min and running 1-hr values. One-hr
average values that do not meet 75% completion criteria are considered invalid, due to insufficient
data being collected.

Automated data screening is conducted within the DMS upon data ingest. Automated screening
checks of data feeds are used to screen out invalid data for public display and are helpful to focus
the data reviewer’s efforts on the data that need the most attention. Initial screening checks, along
with actions to be taken, are summarized in Table 10. The screening check concentration criteria are
based on an analysis of expected instrument performance, concentration levels of concern by
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compound, and typical ambient concentrations by compound. If, based on a detailed manual review
of the data as described in Section 4.3, it is determined that the automated screening criteria are
sufficient, they will be left as is. However, if the criteria listed in Table 10 result in erroneous flagging
of data, the thresholds will be revised and this QAPP will be updated accordingly. The DMS auto-
screening checks include:

e Range. These checks will verify that the instrument is not reporting values outside of
reasonable minimum and maximum concentrations.

e Sticking. If values are repeated for a number of sampling intervals, data will be reviewed for
validity. Typically, four or more intervals of sticking values are a reasonable time span to
indicate that investigation is needed. Sticking checks will not be applied to data below the
instrument detection limit.

e Rate of Change. Values that change rapidly without reasonable cause will be flagged and
reviewed.

e Missing. If data are missing, data during those time periods will be coded as missing. Missing
data may indicate a power issue, an instrumentation problem, or a data communication
problem. Alerts are sent to the internal project team when no new data have been ingested
over a 30-min period.

e Sensor OP codes and alarms. If the instrument assigns operation (OP) codes to data
automatically (e.g., for bump tests or internal flow rate checks), the data will be reviewed,
codes confirmed, and data flags checked.

e Visibility impairment. If open-path data are missing or invalid due to low light, and visibility
is low, data will be flagged as invalid due to low visibility.

Additional parameters that may be monitored as indicators of data quality include signal strength,
correlation between measured and reference spectra, wavelength versus intensity, and visual review
of peaks. Signal strength will be used as a data filter. For those data points that are collected with a
signal strength percentage outside of an acceptable range, based on will be flagged as either invalid
or undergo additional screening. For UV-DOAS, this can also be paired with the integration time
(which increases as signal intensity decreases). The correlation between measured spectra and
reference spectra also used to filter data. Measurements with less than 80% (UV-DOAS) or 70% (FTIR)
spectral match are flagged as below the detection limit of the analyzer (ambient interference and
spectral noise are believed to impact measurements). A visual review of peaks can be conducted
using manufacturer-supplied data processing software. This visual inspection will be used to
determine the validity if peaks with high concentrations. Data quality objectives for these parameters
may continue to evolve as the project is in operation; the QAPP will be updated as needed to include
addition or revision of any data quality indicators that are determined to improve data quality.

QC flags identified through auto-screening will be graphically reviewed during daily and quarterly
data validation (i.e., not in real time). Review of data flags involves checking the data from the
website/database against the raw instrument data. If it is found that data were incorrectly flagged

26



4. Data Management

during this process, the analyst may manually change the flag. For example, if calibration data were
inadvertently displayed on the public website, the analyst can flag the data as calibration data,
resulting in its removal from the public website. The DMS keeps track of data changes in its chain-of-
custody feature—i.e., raw data and all changes are preserved. The website “Resources” page provides
an explanation of every data flag used on the public website.
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Table 10. Initial screening checks for 5-min data. All valid and suspect data values will be displayed to the public in real-time. If data are
invalid, they will not be included in the public display. All screening values below (flags and rates of change) are preliminary and will be
refined during the project. During data validation, flagged data will be further investigated.

Minimum R : ickina:
. S Sticking: Rate of Change Missing: Sensor OP Visibility:
Detection If If same value | Between Intervals: T
imi . i bserved for If concentration LG Code/Alarm: el s
Measurement Limit (MDL_)' f:ontc):entratllon ? h b missing, flag If sensor indicates less than 2.5
(units) If concentration I; a :v; Valte . clur orl m;re thc angljes I,ytn;m: as missing and malfunction or miles and data
falelo el Isted, flag as | Intervals, tlag an vattie fIsted, tag investigate bump test data, | are invalid, flag
flag as suspect and as suspect and as suspect and . .
! . . . . . cause flag as appropriate | as appropriate
below MDL investigate investigate investigate
Benzene (ppb) 0.5 ppb >24 ppb +12 ppb
Toluene (ppb) 1.4 ppb >1000 ppb +500 ppb
Ethylbenzene (ppb) 0.5 ppb >1000 ppb +500 ppb
Xylenes (ppb) 2.4 ppb >1000 ppb +500 ppb
SO: (ppb) 1.1 ppb >75 ppb +150 ppb
Ammonia (ppb) 0.4 ppb >500 ppb +250 ppb
Same for all Same for all Same for all Same for all
1.3 —Butka)d|ene 15 ppb >900 ppb pollutants +300 ppb pollutants pollutants pollutants
(ppb)
Hexane (ppb) 0.8 ppb >200 ppb +100 ppb
HaS (ppb) 3-25 ppb >50 ppb +30 ppb
If value is <0, .
Visibility (miles) valels < >50 Not applicable

flag as suspect

*Valid data below MDL will be evaluated on the basis of correlation coefficient and other operational parameters such as signal strength. If data below the MDL are determined to
be valid, but the concentration is below the MDL, the data will be flagged as below MDL on the public website and in the database. Per the December 22, 2022 letter from
BAAQMD,” the LOQ is taken to be equivalent to the MDL. For the TDLAS, the MDL is calculated as twice the standard deviation of a blank sample.

7 Bovee, J. "Refinery Fenceline HzS TDL Monitoring System Specifications”, Communication to Tesoro, December 22, 2022.
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Data are reviewed daily by a data reviewer to assess instrument operation. This initial review —
typically of a one- to two-day time-series plot of selected parameters for each instrument— allows
the analyst to see common problems and verify instruments are operational. If it appears that an
instrument is not operating, or the data are missing, the field operator will be notified and further
investigation and corrective action, if needed, will be taken.

The data reviewer assesses whether the pollutant concentrations are reasonable with respect to the
time of day, season, meteorology, and concentrations expected and observed along other paths. For
example, data checks for negative values, stuck values, high rate of change, etc., show whether the
data are physically reasonable. Other instrument parameters and correlation among measurements,
can also be used to judge the validity of the data. If anomalies are observed, additional analysis will
be conducted to determine whether there is an instrument malfunction, or if the data are truly
anomalous but valid. Data reasonableness is also assessed more thoroughly during the data
validation process. If, after review, there are no justifiable reasons for invalidating the data,
questionable data will be considered valid. All data will be preserved during data reviews and only
data flags will be changed, if applicable. Chain-of-custody logs will show all changes to data flags.

At least quarterly, a Data Reviewer/Analyst will validate data by building on the automated screening
results. More frequent review and validation of concentration data may occur as determined by the
Facility Program Manager and/or the QA Manager. This process starts with an in-depth review of the
data, which includes statistical tests to ensure the data are valid for the intended end use. The QA
Manager will evaluate QA/QC procedures and ensure adherence to the methods for meeting data
quality objectives. Data validation activities will be reviewed and approved by the QA Manager.

Data validation activities include:

e Looking for and investigating statistical anomalies and outliers in the data

e Ensuring there are not several continuous 5-min averages of the same number

e Evaluating monthly summaries of the minimum, maximum, and average values

e Ensuring data reasonableness by comparing data to other sources of data

e Ensuring the data or measurements are realistically achievable and not outside the limits of
what can be measured
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e Inspecting several sampling intervals before and after data issues or instrument bump tests
or repairs to ensure all affected data have been properly flagged

e Referring to site and operator logbooks to see if some values may be unusual or
questionable based on manual changes to operations/data, and verify that the changes were
logged and appropriately flagged

e Assessing instrument meta-data to confirm reasonableness

e Assessing visibility measurements to ensure adequate signal was obtained to quantify
pollutant concentrations

e Confirming that bump tests were conducted and were within specifications

Additional QC checks for the instruments are summarized in Table 11. The data checks listed in Table
10 are generally robust but may be actively revised if evidence of ineffectiveness is found during
daily and quarterly data validation.

Data are only invalidated if a known reason can be found for the anomaly, or in the event of an
automated screening check failure. If the data are anomalous or fail screening, but no reason can be
found to invalidate the data, the data are flagged as suspect. Additional analysis may be needed to
deem data valid or invalid. Voided data will be flagged as invalid in the database. A summary of
issues leading to invalidated data will be documented in the data file.
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Table 11. Instrument QA/QC checks.

Instrument Checks Acceptance Criteria

UV-DOAS

Bump test with benzene . .

o Monthly and after major service +20%2

(accuracy and precision)

Measurement quality (R?) Continuous 0.8to 1.0
Integration time Continuous <250 ms
Signal intensity Continuous >80%®

TDLAS

Bump test?
(accuracy and precision)

H.S at a concentration between Monthly +15%
50 and 100 ppb which differs
from 3-point calibration points.

3-point calibration
(accuracy and precision)
The lowest calibration Quarterly +15% for each calibration point

concentration must be in the
range of 40 to 60 ppb.

5-min LOQ? Continuous 3-25 ppb
H>S correlation coefficient (r) Continuous 0.72to 1.0
[o)
Power Continuous 0.1 mW (correspo_nds to <1%
transmission)
H>O correlation coefficient (r) Continuous >0.95
FTIR
Bump test with ammonia
. Monthly +20%?
(accuracy and precision)
Signal intensity Continuous >2%P
Measurement quality (R?) Continuous 0.7to 1.0

Visibility Sensor
Accuracy Annually +25%

@For the TDLAS, accuracy and repeatability specifications will be treated as objectives to become requirements once it is proven
they can be reliably met for all seasons and atmospheric conditions.

BNIST TN 1297: Appendix D1. Terminology.

¢ For test concentrations requiring greater than 750 ppm HzS, safety considerations necessitate certified sealed cells be used. For
test concentrations requiring lower than 750 ppm, certified flow-through cells may be used.

dPer the December 22, 2022 letter from BAAQMDS, the LOQ is taken to be equivalent to the MDL. For the TDLAS, the MDL is
calculated as twice the standard deviation of a blank sample.

8 Bovee, J. "Refinery Fenceline HzS TDL Monitoring System Specifications”, Communication to Tesoro, December 22, 2022.
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On a quarterly basis, to ensure all the daily QC tasks are complete, analysts:

e Review any instrument bump test results.

e Verify that daily instrument checks were acceptable.

e Review manual changes to operations/data and verify that the changes were logged and
appropriately flagged.

e Ensure that instrument checks have the appropriate QC codes applied.

On a quarterly basis, analysts will subject the data to a final QC process. This process includes:

e Assigning invalid data a null code (a reason for being invalid).

e Creating a null record if a record is not created for a particular site/date/time/parameter
combination.

e Inspecting data consistency over three months.

e Reviewing ranges of values for consistency (ranges should remain consistent over months of
monitoring).

e Checking bump test values for consistency.

e Reviewing quarterly data completeness.

All actions will be documented in the DMS, which retains raw data and traceability of all actions that
result in the final data.

On an annual basis, the Facility Program Manager and the QA Manager will review the performance

of the network by (1) reviewing the data completeness by monitoring path, instrument, and species;

(2) reviewing results of bump tests; (3) analyzing the reported values in context of Facility operations;
and (4) analyzing the data in context of the meteorology.

On-site, raw analyzer backup files are copied to offsite storage on a semi-annual basis. The DMS data
is backed up on a daily basis. Stored and retained information includes (1) raw and validated data; (2)
QC codes, operational (OP) codes, and metadata associated with each data value; (3) metadata
associated with each analyzer; and (4) change-of-custody logs. A complete data repository is kept by
Sonoma Technology in the cloud, and the Martinez Facility Environmental Group and the BAAQMD
will retain quarterly datasets. The data is stored for a period of five years, consistent with Rule 12-15
requirements.

Access to the DMS data is controlled by username and password (with strong encryption) and is
restricted to those designated to perform data validation and analysis. As protection against
incorrect modification or deletion, a chain-of-custody record is kept of all changes to the database,
and backups are completed frequently.
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Final data sets and a quarterly report are compiled quarterly and will be provided to the BAAQMD no
later than 60 days after the end of each calendar quarter. Consistent with BAAQMD guidance,
quarterly data deliveries will include the following.

e Data for all instrument and parameter combinations in the comma separated value (.csv) data
file template provided by BAAQMD. Data will contain:

o

o

The name of the facility where the equipment is located
A unique identification number assigned to each instrument or system

A short descriptive name for the instrument associated with the reported unique ID
(e.g. TDL, UV-DOAS)

The name of the compound being measured
The date of measurement, formatted as "yyyy-mm-dd”

The hour of the day and the beginning of the 5-min period over which
measurements were collected and averaged, reported in Pacific Standard Time (PST)
and formatted as "hh:mm” using 24-hr notation

The mean 5-min concentration, reported as numeric values for detection events
below the LOQ

The unit of measure corresponding to the reported mean concentration
The averaging period duration (in minutes) for the reported mean concentration
The number of values that comprise the reported mean concentration

An indicator representing whether the reported mean concentration represents a

"

legitimate air measurement (“Y") or one that has been affected ("N”) by an instrument
malfunction, adverse environmental conditions, maintenance events, etc.

Error codes explaining the reason for invalid or missing data, with multiple codes
separated by a semicolon without spaces and the field left blank for valid data

The maximum concentration measured during the averaging period, reported in the
same units of measure as the mean concentration

The required LOQ for the corresponding instrument, reported in the same units of
measure as the mean concentration

The real-time LOQ for the averaging period, reported in the same units of measure as
the mean concentration

The average measured light signal for the corresponding averaging period

The units of measure for the corresponding light signal
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e Arecord for each 5-min period of the quarter for all instrument and parameter combinations;
records corresponding to missing data will include the facility name, instrument ID,
instrument descriptor, parameter, date, time, and error codes with their respective values,
and remaining fields will be populated with a value of “NA”

e An assessment of data completeness, as described in Section 3.2

e A summary of bump tests and calibration checks performed according to the QAPP including
the instrument or system, the type of test or check, the start and end date and time of the
test or check, and the date and time that the instrument or system resumed normal
operations; potential failed bump tests or calibration checks will be included

e The results of bump tests and calibration checks performed according to the QAPP including
accuracy and precision; root cause analysis and a narrative description of maintenance or
repairs performed to return the system to proper operations will be included for potential
bump tests or calibration checks with accuracy and precision results that are not within the
acceptance criteria

e Data corrections accounting for the effects of gas cells or other equipment on instrument
signal

e Meteorological data and a narrative explanation sufficient to justify where data has been
excluded due to adverse atmospheric or environmental conditions

The quarterly reports provide a summary of measured data, threshold exceedances, quarterly and
monthly statistics, accuracy and precision of instruments, outliers, anomalies, and data QC. The
quarterly reports are written at a public-friendly level but still reflect a high level of data validation
and QC. Each report is reviewed for accuracy by (1) the Project Manager and another Senior Manager
at Sonoma Technology, and (2) the Martinez Facility Environmental staff.

Outside of the normal quarterly delivery, data will be made available to the BAAQMD upon request
and will be delivered within 30 days of the request.

All data values that are not associated with bump tests, other instrument maintenance, or instrument
problems, will be displayed to the public in near-real time. If data are subsequently proven to be
invalid, they will be removed from the public display with the reason for removal flagged on the
public display. The website “Resources” page provides an explanation of every data flag used on the
public website. Data issues identified during the automated QC process will trigger a notification to
the Data Manager to conduct further investigation. The Data Manager and team will then decide on
the appropriate action to resolve the problem.

Data are screened in real time upon ingest into the DMS, as described in previous sections.
Automated procedures are used to ensure that data are properly ingested, stored, processed, and
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quality-assured, and that products are delivered to a public-facing website in real time, defined here
as 10 minutes or less after the data are collected.

The preliminary QA/QC'd concentration data are presented in a time series of benzene, toluene,
ethylbenzene, total xylenes, 1,3-butadiene, hexane, NHs, and HzS. Data are provided as 5-min
averages. Data are annotated for quality (valid, invalid, suspect, or missing).
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1. Scope and Application

This SOP covers the use of the CEREX UV Sentry UV-DOAS analyzer in a fenceline monitoring
application. This document addresses routine maintenance activities including visual inspections,
instrument checks, data management, QA audit testing, and data validation.

2. Introduction and Overview

The CEREX UV Sentry ultraviolet differential absorption spectrometer (UV-DOAS, shown in Figure 1)
is an instrument that is used to detect BTEX, SOz, NO2, and a number of other gases in the ultraviolet
(UV) region of the electromagnetic spectrum. The instrument consists of a Xenon light source,
several optical elements, including a spectrometer. UV-DOAS instruments may be configured so that
the spectrometer and source are in one location (monostatic) or at opposite ends of the path
(bistatic). For a monostatic configuration, the light from the light source is collimated with the
primary mirror and directed along a path length of about 500 m. At the other end of the path is an
array of corner-cube reflectors called retroreflectors that direct the light directly back into the
analyzer where the light is dispersed and measured using a spectrometer. The working range of the
spectrometer is from about 200 to 400 nm. This document addresses the routine operations and
maintenance procedures for the Cerex Monitoring Solutions UV Sentry units. The procedure is
intended to guide the field technician in ensuring and verifying that the equipment is performing to
expectations. As required, hard copies of this procedure and the associated test forms will be kept on
site and a copy of the test form showing the results will be sent to the Refinery Project Manager
upon completion of the test procedure.
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Figure 1. Schematic of the monostatic UV Sentry UV-DOAS analyzer.

The purpose of field maintenance is to ensure that the instrument is operated within specification
and for field verification of the factory calibration of the UV Sentry. The QA Test process challenges
the instrument using known concentrations of select BTEX reference gases and/or Sulfur Dioxide to
verify proper detection and quantification under field conditions.

3. Definitions

Table 1. Definitions of terms and acronyms used in this document.

Term/Acronym

Benzene, Toluene, Ethylbenzene, Xylenes (Xylenes are

BTEX .
composed of ortho, meta and para isomers)
Also known as QA Audit; test where gas of a known
Bump Test concentration is introduced to the analyzer to check for
response accuracy and precision
CMS Continuous Monitoring Software

Integration Time

Intensity

PPE

The amount of time the spectrometer detector collects
light for (typically 20 to 300 ms)

A measure of how much light was collected

Personal Protective Equipment
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Term/Acronym

QA Quality Assurance

QC Quality Control

QAPP Quality Assurance Project Plan

SOP Standard Operating Procedure

UV-DOAS Ultraviolet Differential Absorption Spectroscopy

4. Safe Work, Hazard Identification, and Precautions

The following information is intended to provide guidance in ensuring a safe work environment.

Operator Qualifications

Installing, operating, and servicing Cerex UV Sentry analyzers should only be performed by personnel
trained in the operation of the system components, familiar with the potential hazards associated
with the deployment site, and familiar with the handling of gas delivery and testing equipment.

Work should conform to the manufacturer guidance and site health and safety practices.

The Cerex Monitoring Solutions UV Sentry Series Analyzers are not rated for safe operation in
hazardous or explosive environments (not intrinsically safe). Any use in an area that may contain
flammable mixtures or highly corrosive vapors requires special preparation to ensure operator safety
and safe operation of the equipment.

UV light WARNING - Eye hazard. Risk of eye injury. CEREX UV-DOAS Analyzers
& hazard contain an ultra-violet light source that may cause eye injury after

d’*ﬁg"ctil;c‘:tkli{;%t prolonged exposure. Always wear UVA/B/C eye protection when working

on or near the operating equipment.
Procedure Warnings

The procedure contained within this document requires the handling of toxic substances including
but not limited to benzene, aromatic hydrocarbons, and sulfur dioxide gas, and it requires the
operation of equipment designed for toxic gas containment and dispensation. Improper handling of
materials or hardware may result in serious injury, destruction of property, or damage to the UV
Sentry. Only qualified individuals should attempt or perform analyzer operation or testing activities.

Safe Operating Precautions

Ensure that a clear escape path is identified.
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Standard site personal protective equipment (PPE) is appropriate. If gloves are required for work on
optics, nitrile or latex should be used.

NOTICE

Please check off the following steps before conducting maintenance. Doing
so reduces the chances of false notifications to the public and clients.

[ Notify the client and project manager of maintenance tasks.

[ Using the field tech tool at ftt.sonomatechmonitor.com, place the
equipment into planned or unplanned maintenance mode.

O Confirm that the data is invalidated on the public website before
proceeding with maintenance.

[ When maintenance is complete check the public site for at least 15
min to ensure proper reporting (no missing data, no high values, etc.).

O Take out of maintenance mode

[ Notify the project manager and client when maintenance is complete.

5. Routine Operations

To set the UV-DOAS instrument to acquire data for normal operations, the instrument CMS must be
operating and the instrument must be aligned. These actions are detailed in the steps below.

1. Start the CMS software (if not already initiated). You should see a window similar to the one
shown below in Figure 2.
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Figure 2. Screenshot showing the UV tab of the CMS software. Note that the Align button is
grayed out because the instrument is in run mode (the Run button is also grayed out because
the instrument is in run mode).

2. Under the UV tab, left-click on the Align button. This action brings up a new screen showing
the instantaneous single beam plot (intensity vs wavelength). If the Align button is not
active, you may need to press Stop. The Align mode is shown in Figure 3.

5 Aligning

General Settings
Integration

" B AWM
Path Length: 2000 A v

Graph Control

80,00 A q:h
P

il // \ s 6

; \’\

2000 \

100.

194 244 204 344 304
oK Cancel

Maximum Intensity: 78,55 Status: Collecting spectum

Figure 3. Screenshot for Align mode. The integration time can be entered in the upper right
of the screen. In this particular screenshot, the integration time is 38 ms.

3. Enter an integration time of 25 ms and optimize the signal intensity by adjusting the pan-tilt
head of the UV-DOAS unit to adjust the position of the UV beam on the retroreflector.
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NOTE: Make sure not to saturate the peak of the spectrum when at 25 ms integration time.
An example of a saturated spectrum is shown in Figure 4; note that the spectrum is flattened
out starting at about 290 nm. Also, ensure there is sufficient intensity at 250 nm compared to
the stray light intensity. If there is more than 10% stray light, advanced optical adjustment or
bulb change may be necessary. To measure stray light, block the beam from exiting the

analyzer with an opaque object (such as a black cloth) and measure the intensity at the
wavelength of interest.

J2s igning

General Settings
Integration
100.
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[ \ PathLength: 2000 A v
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80.00—]

Graph Control
J \ A @
/ | 4« )
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20.00— f/

20.

194

394
Maximum Intensity: 97.06

oK Cancel

Figure 4. An example of a saturated spectrum when in Align mode. Note the “flat top” profile

of the spectrum. The spectrum flattens out because the detector has saturated at those
wavelengths and cannot quantitatively measure additional light

4. Once sufficient alignment is obtained, exit the align mode by pressing Cancel
5. Verify settings by left-clicking Settings.

Note: If you need to change any setting back to the original configuration, you must go to File and
Save and Save As Default. If you change settings, record why they were changed and what they were

changed to in the instrument logbook. If settings are changed, they are automatically saved under
the directory: C:\Users\CMS-USER\Documents\CerexX\CMS.

e RunTime

o General

Operator Name: Default (these will change based on the path and site you
are working on)

Sitename: Cerex (these will change based on the path and site you are
working on)

= Auto Run: m

Auto Run Delay (s): 15
o File



o Library

o Ul
Analysis

o General

O

o Filters
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File Type: .CSV
Primary Data Logging File: m
e (C\Users\CMS-USER\Documents\Cerex\Data
Secondary Data File Logging: m
e \\OPT1-PC1\VLOData\OPT1_Path1\UVSentry_POC1
o Note this path will change based on the different computer
and path you are working on. This is just a basic file writing
path to show you what it should look like.
Single Data Folder: m
Primary Summary File Logging: m
o (C\Users\CMS-USER\Documents\Cerex\Data
Secondary Summary File Logging: m
e \\OPT1-PC1\VLOData\OPT1_Path1\UVSentry_POC1
o Note this path will change based on the different computer
and path you are working on. This is just a basic file writing
path to show you what it should look like

Single Summary File: m
Library File: C:\Users\CMS-USER\Documents\Cerex\Library\

Sort Column: Compound Name
Data Summary Chart: m
Concentration Chart: m
Password Protection Settings: m
Pump Control: m

Status Control: m

Testing Control: m

Moving Average Interval: 12
Display Units: PPM

Concentration

Zero Readings on Non-Detect: m

Zero Readings on Negative concentrations: m

Display BDL: m

Quick Analysis MDL Wave length Range: 276 -280 (The range doesn’t
matter)

Temperature/ Pressure Concentration: m

Absorbance Savitzhy-Golay: m
Baseline Correction Savitzky-Golay: m
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Instruments
o UV
» Operation

SUAON

e Acquisition Time (s): 30 (this is the “averaging time” of the
instrument)

e Integration Time (ms): Always will change if Auto integration is
turned on. This is the amount of time that the instrument will collect
light.

e Path Length (m): 2 (2 for monostatic, 1 for bistatic)

e Trigger Mode: Normal

= Auto Routine

e Auto Integration: m (the software will determine the integration
time)

e Intervals (s): 300

¢ Wavenumber Range: 300-310 (This is the range where the
intensity will be measured for autointegration determination.
This is different on all instruments due to Spectral Background
and Intensity Range)

e Intensity Range 75-85 (This is the target intensity range for the
autointegration routine)

¢ Maximum Integration: 300

e Auto Background: m

¢ Interval (Acquisitions): 5

¢ Wavenumber Range: 266-270

»  Verification
e \Verification: m (This inactivates all inputs)

Controller
o General
= Serial Port: n/a
= Sensor Refresh Interval (s): 15
o Sensors
= Don’t Touch Anything
o Alarms
* Don’t Touch Anything
Email
o General
= Data Recipient: Blank
= Email Sender: Blank
= Email Periods (s): 60 (doesn’t matter the time, we don’t use this setting)
= Send Data: m
o SMTP
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= Server: smtp.gmail.com
= Port: 587

= Username: Blank

= Password: Blank

= Timeout (s): 100

= SSL Authentication: ON

e Auxiliary Coms
o Modbus

* Modbus: m

» System Type: Ethernet

= TCP Port: 502

= UnitID: 2

» 16-bit unsigned int to: m
6. After settings are verified and the instrument is aligned, you can place the instrument in run
mode.

6. Equipment and Supplies

1. Field notebook

2. Tool kit, especially including: 7/64 hex driver, complete set of combination wrenches,
adjustable wrenches, screwdrivers, etc.

3. Cleaning supplies designated to be safe for use on a Cerex UV-DOAS - especially lens paper.

4. All relevant PPE, hardware, and procedural guidance per SOP, Safety Plan, and Safe Work
Permit

Local or remote network link device (as required).

External laptop computer with network interface device to the Sentry unit (as required)
Cerex UV Sentry Unit equipped with CMS software

Cerex UV-DOAS 8" x 8" x 1" pleated filter

© © N oo U

Isopropyl Alcohol (280%)

10. Distilled water

11. Pressurized sprayers

12. Cerex UV-DOAS UV source bulb

13. Nitrile gloves

14. Cell bump test apparatus (including panels, regulators, valves, meters, etc.)

15. Tubing as required: 1/4" PTFE tubing for gas supply from the bottle to the QA cell

10



16.

17.

18.
19.
20.

21.
22.
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Tubing as required: 3/8" PTFE tubing with inline flow indicator from the QA cell to the
scrubber

Flow regulation system capable of delivering gas 0.1 to 5 L/min at a total system pressure of
3 psig or less

Gas scrubber appropriate for gas used. Activated carbon may be used for benzene.
Reference standard traceable zero compressed air purge gas

Reference standard traceable gas blend in nitrogen for detection at about 5X instrument
theoretical detection limit or higher

Cerex UV Sentry Unit equipped with CMS software

Spare reflector for alignment

7. Maintenance Activities

The following sections outline the routine performance indicator checks and maintenance activities
to be carried out for each analyzer and sensor, followed by maintenance forms (see Section 9) used
to indicate when the checks are completed and document any corrective actions taken. These
activities are also expected, based upon the project plan, to be logged in a site logbook either in hard

copy or electronic form and can reference this SOP and associated forms.

The following UV-DOAS maintenance activities and performance checks are recommended by the
manufacturer:

Visually inspect the system.
Inspect optics on detector and retroreflector; clean if necessary.
Inspect system filters on the optics and retroreflectors.

Confirm the alignment to verify there has not been significant physical movement. Note: this
is automatically monitored as well.

Download data from detector hard drive and delete old files to free space, if needed. Ensure
data are backed up on external drive.

Ensure there are no obstructions between the detector and the retroreflector (such as
equipment, vegetation, vehicles).

Change out the UV source.
Replace ventilation exit and intake filters.
Clean optics on detector and retroreflector.

Realign system after service.

11
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e Perform bump test (simulates system-observed gas content at the required path average
concentration) to verify the system can detect at or below a lower alarm limit.

e Review and test light and signal levels. Check average light intensity to establish baseline for
bulb change frequency.

o Verify system software settings.

e Deliver previous years data to client and remove from brick and analyzer

7.1 Visual Inspections

1. Ensure that the instrument is running and the data look reasonable.

2. Clean and correct any obvious problems with the system (cobwebs, rodent nests, broken
optics, etc.).

3. Inspect all electrical cables for wear; replace as needed.
4. Indicate these visual checks are complete on the form included at the end of this document.

5. Document any changes to the system in the course of these checks in the site logbook.

7.2 Filter Inspection and Replacement

Filters are present on both the instrument and the retroreflector fans. Some DOAS units may have
two filters on the analyzer to mitigate salt intrusion and subsequent corrosion. Ensure all system
filters are visually inspected and replaced if dirty.

Remove and inspect instrument filters following the procedure described here. Replace if necessary.
Ensure fans are running (they should make an audible sound) when the system is turned back on.

NOTICE

The UV Sentry should be powered down prior to changing the filter. When powering down, adhere
to the recommended shut-down procedure, which includes properly shutting down all applications,
and then shut down the instrument PC.

When the PC has been successfully shut down, remove the power cord from the unit.

The UV Sentry contains a filter which must be changed on a periodic basis. Good airflow through the
filter is directly related to the ability of the instrument to properly regulate internal temperature. If

12
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the filter is allowed to become clogged (through lack of maintenance), the system can overheat, and
go into thermal shutdown. In extreme cases, damage may occur to the internal electronics.

The main filter is a custom size 8" x 8" x 1" pleated filter, which is stocked at the Cerex factory. If a
large number of replacement filters are ordered, the lead time could be several weeks.

7.2.1 Filter Installation Procedure

1.

Power down the instrument—you cannot replace the filter with the instrument running. First,
close the software and shut down the onboard PC. Next, disconnect the power.

The filter is accessible by removing the black plate located beneath the instrument
touchscreen. The plate has the words “Filter Access” imprinted on it (Figure 5).

Use a 7/64 hex driver to remove the six socket-head cap screws that retain the Filter Access
Panel.

Figure 5. Location of filter access plate.

Once the access plate is removed, the filter can be accessed for removal and replacement.
Old filters should be discarded and not re-used. Insert the new filter with the “Airflow” arrow
pointing in the "UP" direction (Figures 6 and 7).

When inserting the new filter, do not force the filter into the slot. If you encounter any
unusual resistance, open the side door, and ensure no wires have fallen into the filter slot.

When fully inserted, the filter should be flush with the instrument case.
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Figure 7. Filter completely removed.

7. Re-attach the black filter access panel, using the same driver and six screws.

8. Power up the instrument, make sure CMS software has started, and realign the instrument.
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7.3 Light Level Check

For good visibility conditions, signal strength is normally >90% and integration time is normally
<50 ms. If it is determined that these values are out of range, re-alignment may be needed.

Check and record signal strength at 250 nm. With an integration time of less than 125 ms, minimum
signal intensity at 250 nm should be greater than 5%.

7.3.1 Check for Stray Light

Ensure there is sufficient intensity at 250 nm compared to the stray light intensity. If there is more
than 10 - 20% stray light, advanced optical cleaning, replacement, alignment, or bulb change may be
necessary. To measure stray light, block the beam from exiting the analyzer with an opaque object
(such as a black cloth) and measure the intensity at the wavelength of interest. Calculate stray light
by dividing the intensity of the beam while blocked by the intensity of the unblocked beam and
multiplying by 100:

Intensity of blocked beam (%)

O st liaht = x 1009
fstray lig Intensity of unblocked beam(%) %

Note the result of this stray light calculation in the form at the end of this document.

7.4 Data Management

7.4.1 Archiving and Deleting Older Data

Note: Data older than twelve months should be deleted from the instrument each month to
prevent the instrument from filling its 125 GB internal hard drive.

Raw instrument data are stored on the analyzer computer, the site PC, and the hard drive attached to
the site PC. Data consists of spectral data containing two columns: one for wavelength and the other
for intensity. There are also two types of “summary” files that contain data resulting from the classical
least squares analysis of the spectral data as a function of time. These file formats are described in
the CMS Software User Manual.! Spectral data and summary files are automatically written to the site
PC and moved to the external hard drive after a regular interval. Deliver the external hard drive to the
client with the frequency indicated in the QAPP.

As noted above, data on the instrument must be deleted at monthly intervals. Details on the proper
procedure for deleting data files from the instrument are as follows.

1. Confirm that the data files have been successfully written to the external hard drive attached
to a separate PC also located in the instrument shelter.

T CMS Software User Manual Rev 4. CMS Version 4.0.298.1, CEREX Monitoring Solutions, December 5, 2017.
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Make a note of the amount of available space on the instrument’s internal drive on the
maintenance form.

Locate files older than 12 months on the instrument file directory here: C:\Users\CMS-
USER\Documents\Cerex\Data\.

Note: This excludes the Bump Test folder, which should always remain on the instrument

computer.

4. Log into the brick PC located in the instrument shelter and locate the data files written from
the instrument onto the external hard drive.

5. Confirm all Complete Data Summary files and Simple Data Summary files for the desired
month have been transferred over completely to the external hard drive attached to the brick
PC.

6. Once you have confirmed that those files have transferred over to the external hard drive,
delete those exact Complete Data Summary and Simple Data Summary files from the
instrument data folders.

7. For each individual day of single beam folders, ensure that the amount of single beam files
are the same on both the external hard drive located on the brick pc and the internal hard of
the instrument.

8. If both folder locations match and you have ensured proper file download, you may
permanently delete the Single Beam folders from the instrument computer.

9. After all data older than 12 months have been deleted, note how much free space is now

available on the instrument's internal drive. If removal of the files does not result in enough
free disk space, the disk drive may need to be reindexed (see Section 7.4.2).

7.4.2 Rebuilding the Instruments Indexing Preferences

If deleting data from the instrument does not seem to increase free instrument disk space, you may
need to reindex files. To rebuild the index preferences, follow these steps.

1.

Under the Control Panel Menu, use the search function in the lower left-hand corne